New Methods of Constructing Test Sequences for Datapath

Abstract. The paper presents the original algorithms for generation of sequences of microinstructions for testing a datapath in a microprogrammed digital system. It is supposed that every direct connection between the datapath units should be tested, and the length of test sequence should be minimized. The proposed algorithms have been compared using the examples.
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Introduction: testing of datapath

A digital system, such as a processor or a controller, usually can be considered as a composition of a datapath and a control unit (fig. 1). For every component there exist specific methods of synthesis and verification [1-4].

Fig.1. Digital system as a composition of control unit and datapath

For verification of a digital system project, appropriate testbench is usually created. Sequence of input values is a necessary component of a testbench. If the system under test is a datapath, there should be two kinds of inputs: signals from the external world and the microoperations from the control unit. Then the testbench should contain a sequence of signals from the control unit.

Specific features of testing of datapath of a microprogrammed system are the following [1]: every direct connection between the data path units should be tested; data can be directly written only to the input datapath units and directly read only from the output units; sequence of signals from the control unit consists of the microinstructions, where every microinstruction may contain several microoperations.

Example of datapath

We use as an example a design of a very simple processor intended to perform only two operations: bubble sort and finding maximal element in a table. It is an improved modification of the project described in [5]. The processor has been designed with the help of the experimental CAD system Abelite. Connection graph of the datapath for this processor is shown in figure 2.

Nodes of the connection graph correspond to the datapath units. We draw nodes without hatching to denote internal units, i.e. the units not available for reading and writing from outside; hatched nodes correspond to input and output units. Arcs correspond to possible direct data transfers between the units. Each arc is labeled with the microinstruction corresponding to the transfer. Loops correspond to the microoperations executed in one operational unit (such as \( i := i + 1 \)). Multiple arcs describe a case in which different microinstructions send data between the same units.

Fig.2. Connection graph

Generation of test sequences

The task considered in this paper can be solved by hand (as, for example, the test sequence presented in [1] was constructed). But for bigger designs it can be successfully done only with the help of computers, and the algorithms of test sequence generation turn to be necessary. Such algorithms, used by the companies producing CAD systems, are virtually not available in open publications.

Three algorithms for such generation have been developed by the author in cooperation with S. Baranov [6]. They are intended to construct minimized test sequences covering all direct connections in a datapath. The rest of this paper contains brief description and comparison of these algorithms. We will refer to them as to methods I, II and III, correspondingly (according to the order of their presentation in the paper).

I. Graph-based method

The first of proposed algorithms [6] is based on the observation that problem of covering of all arcs of a connection graph can be reduced, by contraction of all its sources and targets, to the so-called Chinese postman problem [7]. The problem is to find for given graph a shortest closed path that visits every arc. It can be solved in...
polynomial time, and in such way the shortest sequence of
microoperations covering every connection can be quickly
obtained.

But the test sequence should consist of
microinstructions, not microoperations. A method is
proposed in [6] of obtaining a sequence of microinstructions
from a set of paths leading from input to output datapath
units. Such paths can be obtained by partitioning of the
“Chinese postman” path. The method is based on covering
of microoperations by microinstructions in a way which
avoids attempts of reading from the units to which no data
have been written before (for details see [6]).

The shortest cycle covering all arcs in the graph
obtained from the connection graph shown in figure 2 by
merging its sources and targets (where the new node is
denoted as \(v_0\)) is shown below:

\[
\begin{align*}
Y_0 & \rightarrow Y_6 \rightarrow Y_0 \\
Y_6 & \rightarrow Y_7 \rightarrow Y_19 \rightarrow Y_0 \\
Y_{19} & \rightarrow Y_{18} \rightarrow Y_6 \rightarrow m[m_{adr}] \\
Y_7 & \rightarrow Y_6 \rightarrow m[m_{adr}] \rightarrow Y_8 \\
Y_6 & \rightarrow m[m_{adr}] \rightarrow Y_8 \rightarrow r_1 \rightarrow Y_20 \rightarrow Y_6 \\
m[m_{adr}] & \rightarrow Y_8 \rightarrow r_1 \rightarrow Y_11 \rightarrow m[m_{adr}] \\
r_2 & \rightarrow Y_10 \rightarrow Y_6 \\
m[m_{adr}] & \rightarrow Y_8 \rightarrow r_1 \rightarrow Y_11 \rightarrow m[m_{adr}] \\
r_2 & \rightarrow Y_9 \rightarrow Y_2 \rightarrow Y_4 \rightarrow i \rightarrow Y_21 \rightarrow Y_5 \rightarrow Y_i \\
mac & \rightarrow \text{mac} \rightarrow Y_8 \rightarrow Y_11 \\
mac & \rightarrow Y_14 \rightarrow \text{mac} \rightarrow Y_6 \rightarrow Y_11 \\
Y_12 & \rightarrow \text{mac} \rightarrow Yi \rightarrow \text{mac} \rightarrow Y_0 \\
Y_10 & \rightarrow \text{mac} \\
\end{align*}
\]

Applying to this path the method described in [6], we
obtain the following test sequence:

\[Y_6, Y_7, Y_19, Y_14, Y_21, Y_5, Y_9, Y_2, Y_8, Y_20, Yi, Y_10, Y_8, Yi, Y_11, Y_15, Y_14, Y_16, Y_8, Y_3, Y_17, Y_12, Y_18\]

II. Petri net-based method

As far as single microinstruction may perform several
different connections between datapath units, a Petri net [8]
seems to be more adequate datapath model, then a
connection graph. We can model datapath units as Petri net
places, and microinstructions as transitions. An algorithm
has been developed [9] which generates test sequence
using such model.

Let us construct a Petri net for given datapath, where
every transition has input places corresponding to the units,
from which the microinstruction labeling this transition reads
some data, and output places corresponding to the units to
which the microinstruction writes. Next all the places
corresponding to input and output units of the datapath
are removed from the net. For every T-invariant of the obtained
net, such that all its components are positive, exists a firing
sequence, which leads from empty marking back to empty
marking and contains every transition at least once (it follows
from Theorem 34 from [8]). A sequence of
microoperations corresponding to such firing sequence
contains every microoperation at least once and moves
data from input to output datapath units without lost of data
and without attempts to read from the internal units to which
no data were written before [9].

A minimal positive T-invariant can be obtained as a
corresponding solution of the system of linear equations
describing structure of the net [8]. Having such solution, it is
possible to obtain the test sequence. Then the sequence
can be minimized by removing from it the repeating
microinstructions which do not write new data to the units
(under the assumption that the data in the input blocks
remain unchanged).

T-invariants for our example are the integer solutions of
the system of equations (1) (where numbers of the
variables correspond to the numbers of microinstructions):

\[
\begin{align*}
-x_{18} + x_{19} & = 0 \\
x_6 - x_7 - x_8 + x_{10} + x_{16} & = 0 \\
x_1 + x_5 - x_9 - x_{21} & = 0 \\
x_{11} - x_{15} - x_{18} & = 0 \\
x_1 - x_8 + x_9 - x_{10} + x_{12} - x_{16} & = 0 \\
x_3 + x_8 - x_{13} - x_{16} - x_{17} - x_{20} & = 0 \\
x_3 - x_{10} + x_{11} - x_7 - x_{20} & = 0
\end{align*}
\]

To obtain the solution of (1) which we need, it is
necessary to minimize the function

\[
f = x_3 + 2x_4 + 2x_5 + 3x_{10} + x_{12} + 2x_{14} + 2x_{16} + 2x_{18} + 3x_{19} + 3x_{20} + 2x_{21},
\]

where all variables are required to be positive integers. Such solution,
being the T-invariant we are looking for, is given by the vector

\[\langle 3, 1, 2, 5, 1, 6, 4, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 \rangle\]

The corresponding sequence of microoperations after
minimization is presented below:

\[Y_1, Y_2, Y_3, Y_6, Y_7, Y_8, Y_9, Y_{10}, Y_{11}, Y_{12}, Y_{14}, Y_8, Y_{17}, Y_{18}, Y_{19}, Y_{20}, Y_{21}\]

III. Heuristic method

In both methods described so far a “long” sequence is
constructed at first, and then it is minimized. A question
arises: is it possible to build a minimized sequence directly?

It would allow obtaining a quicker algorithm, however not
always providing optimal results. Such algorithm (never
presented in English before) is described below.

Let \(Y_i\) denote the set of internal datapath units to which
microinstruction \(Y_i\) writes data, and \(*Y_i\) - the set of blocks
from which \(Y_i\) reads. Below \(M\) denotes the set of all
microinstructions, \(L\) is an initially empty list which will
contain the test sequence, \(B\) is the set of internal datapath
units. Every internal unit will be labeled by a “color” - white,
grey or black. The algorithm consists of the following steps.

1. Initialize \(S\) as the set of all microinstructions
which do not read from the internal units
\(\langle *Y_i \in \emptyset \rangle\). Assign white color to all internal units.

\[T := M \setminus \{Y_i \in M | *Y_i = Y_i\}; \quad Q := T\]

2. While \(Q \neq \emptyset\) and not all blocks in \(B\) are black, do:
   a. if \(S \cap Q \neq \emptyset\) then
      i. select any microinstruction \(Y_i \in S \cap Q\).
      ii. add \(Y_i\) to \(L\); \(Q := Q \setminus \{Y_i\}\).
      iii. color every unit belonging to \(*Y_i\)
          as grey;
      iv. color every unit belonging to \(*Y_i\)
          as black;
      v. \(S := S \setminus \{Y_i \in T \mid *Y_i \cap Y_i \neq \emptyset\}\).
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vi. $S := S \cup \{Y_i \in T \mid Y_i^* \cap Y_i \neq \emptyset\}$, every unit in $Y_i^*$ is grey or black and no unit in $Y_i$ is grey;

b. else
i. select any grey unit $h$;
ii. find shortest path in the connection graph from $h$ to an output unit starting from an arc corresponding to a microinstruction $Y_i \in S$; add $Y_i$ to $L$;
iii. perform for $Y_i$, the operations described in 2.a.iii – 2.a.vi.;

3. For every microinstruction $Y_j \in M \setminus S$;
   a. add $Y_j$ to $L$. after the microinstructions writing to every unit in $Y_j$.

White color assigned to a unit means that no data have been written to this unit yet. Grey color means, that data were not read from this unit after last writing to it. Otherwise (if the data were read after the last writing) the unit has black color. When the algorithm stops all the units should be black (if a white unit would remain it would mean that not every connection is covered by the test; remaining of a grey unit would mean that some data were not propagated to an output). $S$ is the set of microinstructions such that every of them can be added to the list $L$ at current step (and it will not cause attempts of reading from the “white” units or writing to the “grey” ones). $Q$ is the set of microinstructions which do not appear in $L$ yet. If necessary, data from the “grey” units are moved forward to the outputs by means of the heuristic procedure described in item 2b of the algorithm. It is reasonable to consider the self-loop microinstructions separately; that is the reason why they are not added to $Q$ at the beginning of the algorithm, and are added to the test sequence at item 3.

We illustrate the algorithm using the example of datapath shown in figure 2. At first all internal units are “white”, and the set $S$ consists of the microinstructions reading data only from the input units: $S = \{Y_1, Y_5, Y_6, Y_{11}, Y_{19}\}$. For example, microoperation $Y_{19}$ reads from the units $n$ and $alu16$, which are the input units (the corresponding nodes of the graph from figure 2 have no incoming arcs).

Now we can select any microinstruction from $S$ and add it to the sequence. Let us select for example $Y_1$ (now $L = \{Y_1\}$). $Y_1$ writes to the units $I$ and $mac$, and now those units are labeled as grey (step 2.a.iii of the algorithm). Microoperation $Y_1$ is removed from the sets $Q$ (2.a.iii) and $S$ (2.a.v); microoperation $Y_2$ is added to $S$. Now $S = \{Y_6, Y_{11}, Y_{19}, Y_{21}\}$; let us select $Y_6$. Next $m[m_{adr}]$ is colored as black (it is the only internal unit to which $Y_6$ writes), and $S = \{Y_7, Y_8, Y_{11}, Y_{19}, Y_{21}\}$. $Y_8$ is added to $S$ because this microinstruction reads from the units $mac$ and $m[m_{adr}]$, which are grey at this moment. At the next step we may select $Y_{11}$ ($L = \{Y_1, Y_6, Y_{11}\}$), then $Y_7$ (now unit $m[m_{adr}]$ is the first unit colored as black, because $Y_7$ reads from it).

The operations of step 2a of the algorithm should be executed while the set $S \setminus Q$ is not empty. When it becomes empty, $L = \{Y_1, Y_6, Y_{11}, Y_7, Y_8, Y_3, Y_9, Y_5, Y_{17}, Y_{13}, Y_{19}, Y_{18}, Y_{20}, Y_{21}, Y_{10}, Y_{15}\}$, $Q = \{Y_{16}\}$ (the only microinstruction which does not appear in the sequence yet), units $m[m_{adr}]$ and $mac$ are grey, all other internal units are black, $S = \{Y_3, Y_5, Y_7, Y_8, Y_{11}, Y_{13}, Y_{17}, Y_{18}, Y_{19}, Y_{20}, Y_{21}\}$. The shortest path from $m[m_{adr}]$ to a target of the connection graph leads through the arc labeled with $Y_7$. When $Y_7$ is added to $L$, $mac$ remains the only grey node, and the microinstructions writing to $m[m_{adr}]$ ($Y_6, Y_{10}, Y_{16}$) are added to the set $S$. Now $S \setminus Q = \{Y_{16}\}$, and $Y_{16}$ should be added to the sequence. When it is added, unit $mac$ is colored as black, but unit $m[m_{adr}]$ again becomes grey. Adding $Y_{17}$ once more to the sequence allows to get rid of all grey nodes.

The sequence obtained when the main loop of the algorithm stops is the following: $Y_6 Y_{11} Y_7 Y_8 Y_3 Y_9 Y_5 Y_{17} Y_{13} Y_{19} Y_{18} Y_{20} Y_{21} Y_{10} Y_{15} Y_{17} Y_{16} Y_7$.

After execution of step 3 of the algorithm (adding the self-loop microinstructions) the following sequence is obtained:

$Y_1 Y_2 Y_3 Y_4 Y_6 Y_7 Y_{11} Y_{12} Y_7 Y_8 Y_3 Y_9 Y_5 Y_{17} Y_{13} Y_{19} Y_{18} Y_{20} Y_{21} Y_{10} Y_{15} Y_{17} Y_{16} Y_7$.

Comparison of the methods

For the considered example methods I and III provide the sequences a little bit shorter than method II. But in fact method I does not guarantee neither forwarding of the data from the internal units to the outputs, nor lack of situations in which new data are written to an internal unit before reading from it the data written before. It is illustrated by the examples shown in figure 3. For the example a) method I calculates the sequence $Y_1 Y_2 Y_4 Y_5 Y_2 Y_3$; after the second execution of $Y_2$ data from unit $a$ will not be moved to the output. For the example b) method I provides the sequence $Y_1 Y_2 Y_3$ (there are two writings to unit $a$ and only one reading from it). For c) it gives $Y_1 Y_2 Y_3 Y_4 Y_5 Y_6$ (in this case microoperation $Y_2$ has not been tested in fact, because $Y_3$ destroys its results).

![Fig. 3. Counterexamples for methods I and II](image-url)
example, this is the case for connection graphs presented in figures 3a and 3c \((Y_1 Y_2 Y_3 Y_5 Y_4 Y_2 Y_3 Y_5 \text{ and } Y_1 Y_2 Y_4 Y_5 Y_6 Y_3 Y_4 Y_5 Y_6, \text{ correspondingly})\). But for the examples shown in figures 3b and 3d systems of linear equations constructed by method II have no solutions meeting the specified conditions. However the correct test sequences for these examples do exist: \(Y_1 Y_3 Y_2 Y_3\) for 3b) and \(Y_1 Y_2 Y_3\) for 3d).

Method III seems to be comparatively the best one. It allows getting good solutions in many cases in which methods I and II fail (for example, in all cases presented in figure 3). It is possible however to construct a datapath for which the heuristic approach applied in method III will cause producing an extremely long test sequence or even entering an infinite loop.

**Conclusion**

Developing of the formal methods for test generation for the digital devices is evidently practically important. The proposed methods contribute to such developing in the field related to the datapaths. The first of methods seems to be promising for the systems which consist of control unit and datapath, but which are not microprogrammed. The second method is efficient for the microprogrammed systems but fails being applied to some of datapath structures. The third method is universal and, after some improvements, may turn to be the most efficient one.

*I would like to thank Samary Baranov for cooperation, fruitful discussions and commentaries which helped to improve this paper.*
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