The Feature Selection based Power Quality Event Classification using Wavelet Transform and Logistic Model Tree

Abstract. This paper presents a new power quality event classification technique using wavelet transform and logistic model tree. The proposed method uses the samples of three cycle duration of three line voltage of power quality events. The features of these samples are obtained by using the wavelet transform and a few different feature extraction techniques. The sequential forward selection method based on feature selection process is done to ensure good classification accuracy by selecting 20 better features from all 90 features generated from the wavelet transform coefficients. The obtained features are used to train a single logistic model tree. The feasibility of the proposed algorithm has been tested using real life power quality events. The result indicates that the feature selection based proposed method reliably classifies all types of power quality events with high accuracy.

Streszczenie. W artykule zaproponowano nową metodę oceny jakości energii wykorzystującą transformację falkową i logistycznny model drzewa. W metodzie analizuje się trzy cykle w trzech liniach napięcia. Możliwa jest klasyfikacja 90 zdarzeń i wybranie 20 typowych cech. (Selekcja cech bazująca na klasyfikacji jakości energii z wykorzystaniem transformaty falkowej i modelu drzewa)
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Introduction

Recently, power quality (PQ) has become a significant issue for both utilities and customers due to the demand for clean power. The PQ problems can originate the consequences of the increasing use of solid state switching devices, nonlinear and power electronically switched loads, unbalanced power systems, lighting controls, computer and data processing equipment as well as industrial plant rectifiers and inverters. On the other hand, a number of causes of transients such as lightning strokes planned switching actions in the distribution or transmission system, self-clearing faults or faults cleared by current-limiting fuses can reveal the PQ problems on the power system. A PQ problem usually involves a disturbance in the voltage or current, such as voltage dips and fluctuations, momentary interruptions, harmonics and oscillatory transients causing failure or mal-operation of the electrical equipments. These failures might trip any protection device initiating a short interruption to the supplied power. Excess current produced by transients may lead to complete damage to system equipment during the transient period. Moreover, if such disturbances are not mitigated, they can lead to failures or malfunctions of various sensitive loads in power systems and may be very costly.

The classification of a PQ problem is an important issue for operating and protection of the power system because a large class of events is due to the normal operation of power systems, and these events should not cause nuisance tripping of protection equipment in the network. Therefore, there is a growing need to develop PQ monitoring techniques that can classify the potential sources of disturbances. The literature is rich in terms of proposals for the classification of PQ problems. In the literature, the proposed methods can be roughly divided into two groups. First group is called as classification of PQ disturbance [1-7]. In this group, the detected disturbances are classified in a number of typical classes such as voltage sags, voltage swells, and interruptions, etc. In second group of the classification called event classification, the underlying causes of disturbances such as faults, capacitor switching, and transformer energizing are classified [8-13].

The classical major steps for classification of both PQ events and PQ disturbances are feature extraction and classification that constitute a pattern recognition process. Feature extraction is generally called upon when there is a need to extract specific information from the raw data, which typically in power systems are the voltage and current waveforms. The feature extraction of signals can be performed by direct techniques, such as the RMS value [10] of the raw samples, or transformation techniques, such as the Fourier transform [1], the wavelet transform (WT) [4,9] and S-transform [2]. In the classification step, feature vectors that are obtained from the transformation process is applied the classifier algorithm, such as artificial neural network [6], support vector machines [9,10], expert system [11] and fuzzy-expert system [1]. In order to attain higher classification performance, a proper feature set is obtained from feature extraction step. As can be seen from above PQ event classification studies, the created feature sets have been also extracted using only one feature extraction technique. Moreover, these features have not able to provide additional information about the characteristics of signals. As a result, there is a big need to add the new step that is feature selection for classification of PQ events.

This paper investigates a new classification approach that selecting the efficiency characteristics of different feature sets for the classification of PQ events. In this approach, it is essential to select and adequate features that can recognize the main characteristics of signal and reduce its data size. The main contribution of this paper is to present a novel scheme combined of feature extraction and feature selection for obtaining adequate features of PQ events. For this purpose, firstly, the WT is applied to the three phase PQ event signals. Then, an optimal feature vector is created by using feature selection approach after the feature sets are obtained by different extraction techniques to the wavelet coefficients of all decomposition levels of the event signals. The features extracted from WT are given to the logistic model tree (LMT). From the experimental results, it is found that the proposed algorithm classifies the PQ events more effectively.

The remaining part of the paper is organized as follows. In Section 2, the real life PQ event data is explained. In Section 3, it is given several brief definitions of WT. Theory of feature extraction and selection is given in Section 4. A short review to LMT is presented in Section 5. Section 6 contains the experimental study of the proposed algorithm. Finally, conclusions are discussed in Section 7.
Real life PQ event data

To test the performance of the proposed classification system, experiments were conducted using PQ events originated from real power networks. Real life PQ event data were obtained from the measurement results of the National Power Quality Monitoring System, which is designed to monitor the PQ of the Turkish Electricity Transmission System [14]. Real life PQ event data consists of three line voltage waveforms obtained from monitoring system of high voltage and medium power networks, with 50 Hz, in different cities in Turkey. There are 538 PQ events and the duration of each event is 150 periods, which including event periods. The sampling rate for the collection of PQ event data is 25.6 kHz. The final classes of PQ events are constructed as Table 1.

Table 1. PQ event types

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Class</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault events</td>
<td>C1</td>
<td>234</td>
</tr>
<tr>
<td>Self-extinguishing fault events</td>
<td>C2</td>
<td>90</td>
</tr>
<tr>
<td>Line energizing events</td>
<td>C3</td>
<td>50</td>
</tr>
<tr>
<td>Non-fault interruption events</td>
<td>C4</td>
<td>44</td>
</tr>
<tr>
<td>Transformer energizing events</td>
<td>C5</td>
<td>120</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>538</td>
</tr>
</tbody>
</table>

Wavelet transform theory

The WT has been successfully applied to solve many PQ problems [3–9, 15–17]. Since WT can accurately represent any non-stationary waveforms while preserving both time and frequency information, it is used in this paper to extract the distinctive features of PQ events. The WT decomposes a signal into different scales of resolution, providing information about time and frequency domains. The WT can be continuous or discrete. Discrete WT can be viewed as a subset of Continuous WT. In practical applications, the discrete WT is commonly used. The discrete WT is normally implemented by Mallat’s algorithm [18]. Discrete WT uses the low-pass $h(k)$ and the high-pass $g(k)$ filters to divide the frequency-band of the input signal $f(k)$ in respective low- and high-frequency components into octave bands [19]. The low-pass filter $h(k)$ is determined from the scaling function. The high-pass filter $g(k)$ is determined from both the wavelet and scaling functions. The wavelet and scaling functions are respectively given as,

$$\psi(k) = \sqrt{2} \sum_{n} g(n) \phi(2k-n)$$

(1)

$$\phi(k) = \sqrt{2} \sum_{n} h(n) \phi(2k-n)$$

(2)

where $n$ is integers and represent the number of samples. While the low-pass filtering produces the approximations $A_j$, the high-pass filtering produces the details $D_j$ of the decomposition. The relationship of the approximation coefficients and detail coefficients between two adjacent levels are given as,

$$A_{j+1}(k) = \sum_{n} h(n-2k)A_{j}(n)$$

(3)
where \( j \) is frequency band level. The WT multiresolution analysis is based on decomposition of the original signal into different signals at various levels of resolution. First, the original signal is passed through the two filters producing the detail \( D1 \) and approximate \( A1 \) coefficients for \( j=1 \). After down-sampling by a factor of 2, the approximate coefficients \( A1 \) are passed through the same filters again to obtain the coefficients for \( j=2 \). After another down-sampling, the approximate coefficients \( A2 \) are then filtered again to obtain the next level of coefficients. This filtering operation continues in this way. A given signal \( f(k) \) is expanded in terms of its orthogonal basis of scaling and wavelet functions. In essence, it is represented by one set of scaling coefficients, and one or several sets of wavelet coefficients,

\[
f(k) = \sum_{n} A(n) 2^{-j/2} \psi \left( 2^{j} k - n \right)
\]

There are many wavelet functions named as mother wavelets. The choice of mother wavelet is important because different types of mother wavelets have different properties. Several popular wavelet functions are Haar, Morlet, Coiflet, Symlet and Daubechies wavelets. In Fig.2, the frequency band levels and frequency divisions of levels are shown for a signal which has 25.6 kHz sampling rate.

**Feature Extraction and Selection**

In this study, the PQ event signals were analyzed with a 9-level multiresolution decomposition of the WT. The db4 wavelet which is widely used in electromagnetic transient analysis [20] was selected as the wavelet function. The detail coefficients belonging to each levels and 9th final level approximation coefficient level was used to extract the features. For each phase of a PQ event, statistical features like mean, standard deviation, skewness, kurtosis, RMS, energy, Shannon-entropy, log-energy entropy and norm entropy of the detail and approximation coefficients are calculated by using the following equations,

\[
\text{Mean } \mu_{ki} = \frac{1}{N} \sum_{j=1}^{N} C_{ij}
\]

\[
\text{Standard deviation } \sigma_{ki} = \left( \frac{1}{N} \sum_{j=1}^{N} \left( C_{ij} - \mu_{ki} \right)^2 \right)^{\frac{1}{2}}
\]

\[
\text{Skewness } S_{ki} = \frac{1}{6N} \sum_{j=1}^{N} \left( \frac{C_{ij} - \mu_{ki}}{\sigma_{i}} \right)^3
\]

\[
\text{Kurtosis } K_{RTi} = \frac{1}{24N} \left( \frac{1}{N} \sum_{j=1}^{N} \left( \frac{C_{ij} - \mu_{ki}}{\sigma_{i}} \right)^4 - 3 \right)
\]

\[
\text{RMS } \text{rms}_{ki} = \left( \frac{1}{N} \sum_{j=1}^{N} C_{ij}^2 \right)^{\frac{1}{2}}
\]

\[
\text{Energy } E_{ki} = \sum_{j=1}^{N} C_{ij}^2
\]

\[
\text{Shannon entropy } \text{SE}_{ki} = - \sum_{j=1}^{N} C_{ij}^2 \log(C_{ij}^2)
\]

\[
\text{Log energy entropy } \text{LOE}_{ki} = \sum_{j=1}^{N} \log(C_{ij}^2)
\]

\[
\text{Norm entropy } \text{NE}_{ki} = \sum_{j=1}^{N} C_{ij}^P \quad 1 \leq P
\]

where \( i = 1, 2, \ldots, l \) is decomposition level and \( N \) is number of the coefficients of detail or approximation at each decomposition level. Here \( C \) is detail coefficients of each levels and 9th final level approximation coefficient level. \( k \) represents phase-1, -2 and -3. Thus, a ten-dimensional feature vector is constructed for 9-level wavelet decomposition. In the end of this feature extraction process, three feature vectors are obtained for per feature extraction technique. In this study, a single feature vector is created for each PQ event as a result of applying the standard deviation technique to these vectors as follows:

\[
\text{SF}_{ki} = \left( \frac{1}{N} \sum_{k=1}^{3} \left( \text{feat}_{ki} - \frac{1}{3} \sum_{k=1}^{3} \text{feat}_{ki} \right)^2 \right)^{\frac{1}{2}}
\]
where $\text{feat}_k$ is statistical feature obtained for $k$ phase and $i$-level. $\text{SF}$ represents single feature vector of each feature extraction technique. Thus in the present case the decomposition of the signal up to $9^\text{th}$ level yields 10 different nodes corresponding to different frequency sub-bands. Selecting the above mentioned features for each level we will obtain the feature vector of length 90. The feature vector is denoted by,

$\text{Features} = [\mu_{D_1}, \mu_{D_2}, \ldots \mu_{D_y}, \mu_{A_y}, \sigma_{D_1}, \sigma_{D_2}, \ldots \sigma_{D_y}, \sigma_{A_y}, \text{SK}_{D_1}, \text{SK}_{D_2}, \ldots \text{SK}_{D_y}, \text{SK}_{A_y}, \text{KRT}_{D_1}, \text{KRT}_{D_2}, \ldots \text{KRT}_{D_y}, \text{KRT}_{A_y}, \text{rms}_{D_1}, \text{rms}_{D_2}, \ldots \text{rms}_{D_y}, \text{rms}_{A_y}, F_{D_1}, F_{D_2}, \ldots F_{D_y}, F_{A_y}, SE_{D_1}, SE_{D_2}, \ldots SE_{D_y}, SE_{A_y}, \text{LOE}_{D_1}, \text{LOE}_{D_2}, \ldots \text{LOE}_{D_y}, \text{LOE}_{A_y}, NE_{D_1}, NE_{D_2}, \ldots NE_{D_y}, NE_{A_y}]$

where $D$ is feature of detail coefficients and $A$ is feature of approximation coefficients.

The feature selection methods realize the selection of the best subset of the input feature set. In this study, in order to less the large number of PQ event features, the sequential forward selection (SFS) method are tried for the selection of useful and elimination of useless feature identifiers among the described 20 dimensional feature vector. SFS method, proposed by Maril and Green [21], performs a heuristic-guided Depth-First search on feature vector. SFS method, proposed by Maril and Green [21], performs a heuristic-guided Depth-First search on feature vector. SFS method, proposed by Maril and Green [21], performs a heuristic-guided Depth-First search on feature vector.

Proposed Classification Algorithm

In this work, the proposed algorithm based on the feature selection process is designed to identify five types of PQ events including fault, self-extinguishing fault, line energizing, non-fault interruption and transformer energizing events. The proposed algorithm for PQ event classification is divided into the four stages: pre-processing, feature extraction, feature selection and classification shown as Fig. 3.

Pre-processing stage

In the pre-processing stage of the proposed algorithm, the PQ event signals are firstly segmented as three cycles in the form of one cycle of the pre-event segment and two cycles of the event segment. Then, the normalization step is fulfilled for per PQ event. In the normalization step, the event voltage waveform is converted to a relative scale, per unit (pu), by dividing the input signal by the nominal RMS voltage.

Feature extraction stage

In this stage, the distinctive features for per event are extracted by using WT and feature extraction methods. The wavelet coefficients, detail and approximation, for each phase of event are obtained by applying a 9-level multiresolution analysis. These coefficients include effective feature information for event type. Nine feature extraction methods mentioned above are applied to the detail coefficients belonging to each levels and 9th final level approximation coefficient level. Thus, the three feature vectors are obtained for per event. Finally, a single feature vector is extracted by applying the standard deviation technique to three feature vectors. By means of feature extraction stage, both distinctive features are obtained and the dimensionality of the feature space is lessened.
**Feature selection stage**

Feature selection is an important step in many pattern classification problems. It is applied to select a subset of PQ event features obtained from feature extraction stage. For this purpose, the best subset of PQ event features is firstly searched using SFS method. Then, selected better 20 features from all 90 features are applied as input to LMT classifier.

**Classification stage**

In the classification stage, the PQ event is classified using the LMT technique. The features selected from SFS method are given to the LMT for training and are subsequently tested for an effective classification. Besides, in order to evaluate the performance of the LMT, backpropagation neural network (BPNN) which is a well-known classifier method is used.

**Results of the Feature Selection Stage**

Due to obtain the optimal feature set, SFS method is applied to the 90 features obtained from the feature extraction stage. The feature selection process is fulfilled in the training stage of the algorithm and applied to the training event data. In table 2, optimally selected 20 features are tabulated.

<table>
<thead>
<tr>
<th>Feature names</th>
<th>1st level of energy</th>
<th>2nd level of energy</th>
<th>3rd level of energy</th>
<th>4th level of energy</th>
<th>5th level of energy</th>
<th>6th level of energy</th>
<th>7th level of energy</th>
<th>8th level of energy</th>
<th>9th level of energy</th>
<th>10th level of energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 7th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>2 8th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>3 9th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>4 10th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
</tbody>
</table>

**Results of the Classification Stage**

In the proposed algorithm, after realizing the feature extraction step using the WT, the feature selection step is implemented by using the SFS technique. Therefore, distinctive features of the PQ event signals are applied to the input of the LMT classifier. 538 PQ events with 20-dimensional optimal feature sets are used for evaluating of the proposed automatic recognition and classification algorithm. Fifty percent of these events were used for training the algorithm. The remaining PQ event signals were used for testing the algorithm.

The classification results of the generated proposed method are illustrated in Table 3. In this table, the correct classification results are tabulated at diagonal elements. The misclassification results are tabulated at non-diagonal elements.

**Table 3. The first best 20 ones of the selected features.**

<table>
<thead>
<tr>
<th>Feature names</th>
<th>1st level of energy</th>
<th>2nd level of energy</th>
<th>3rd level of energy</th>
<th>4th level of energy</th>
<th>5th level of energy</th>
<th>6th level of energy</th>
<th>7th level of energy</th>
<th>8th level of energy</th>
<th>9th level of energy</th>
<th>10th level of energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 7th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>2 8th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>3 9th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>4 10th level of Mean</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
</tbody>
</table>

**Table 4. Classification results obtaining from each feature extraction method.**

<table>
<thead>
<tr>
<th>Feature extraction methods</th>
<th>1st level of energy</th>
<th>2nd level of energy</th>
<th>3rd level of energy</th>
<th>4th level of energy</th>
<th>5th level of energy</th>
<th>6th level of energy</th>
<th>7th level of energy</th>
<th>8th level of energy</th>
<th>9th level of energy</th>
<th>10th level of energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>87.1</td>
<td>73.1</td>
<td>94.7</td>
<td>85.7</td>
<td>73.8</td>
<td>81.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. deviation</td>
<td>87.9</td>
<td>75.0</td>
<td>78.9</td>
<td>66.6</td>
<td>80.3</td>
<td>81.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skewness</td>
<td>72.4</td>
<td>23.1</td>
<td>26.3</td>
<td>71.4</td>
<td>85.2</td>
<td>62.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kurtosis</td>
<td>86.2</td>
<td>1.9</td>
<td>0</td>
<td>14.3</td>
<td>86.9</td>
<td>58.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMS</td>
<td>78.4</td>
<td>71.2</td>
<td>84.2</td>
<td>85.7</td>
<td>90.2</td>
<td>80.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>87.1</td>
<td>78.8</td>
<td>84.2</td>
<td>100</td>
<td>70.5</td>
<td>82.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shannon-entropy</td>
<td>77.6</td>
<td>51.9</td>
<td>89.5</td>
<td>62.4</td>
<td>75.4</td>
<td>71.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-entropy</td>
<td>91.4</td>
<td>3.8</td>
<td>47.4</td>
<td>0</td>
<td>65.6</td>
<td>58.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norm entropy</td>
<td>87.1</td>
<td>88.5</td>
<td>94.7</td>
<td>61.9</td>
<td>88.5</td>
<td>86.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5. Classification results obtaining from using the BPNN classifier.**

<table>
<thead>
<tr>
<th>True Class</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>109</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>94.0</td>
</tr>
<tr>
<td>C2</td>
<td>8</td>
<td>43</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>82.7</td>
</tr>
<tr>
<td>C3</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>C4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>1</td>
<td>95.2</td>
</tr>
<tr>
<td>C5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>58</td>
<td>95.1</td>
</tr>
</tbody>
</table>

A comparison with BPNN was made in order to evaluate the proposed algorithm well. The network was trained with same training samples. The classification results with BPNN were shown as Table 5. The results in Table 5 show that,
compared with BPNN, identification of PQ events with LMT classifier has a much higher correct ratio.

Comments to the Proposed Algorithm and the Results

The most important advantage of the proposed algorithm based WT and LMT is the reduction of data size as well indicating and recognizing the main characteristics of signal without losing its distinguishing characteristics. It can reduce memory space, shorten preprocessing needs, the network size and increase computation speed for the classification of PQ events. Furthermore, another advantage of the proposed system is to have a single feature vector for a three-phase event as different from the similar studies in the literature.

In this study, proposed algorithm is evaluated using the PQ events originated from the real power network. The events include both noise with different level and different characteristics such as incidence angle and amplitude. The overall classification accuracy for proposed algorithm are 95.9% and the classification results for feature extraction techniques are 81.8%, 81.4%, 62.5%, 58.4%, 80.7%, 82.5%, 71.0%, 58.4, respectively. The classification result with BPNN is 92.6% for selected features. Obtained results indicate that the proposed automatic event classification algorithm is robust and has ability to distinguish different power quality event classes easily.

Conclusions

Recently, a significant amount of work in literature has been done towards the development of methods for automatic classification of power quality disturbances. These works define classes based on disturbance types (e.g., dip, interruption, and transient), rather than classes based on their underlying causes. Such works are important for the development of methods but has, as yet, limited practical value. Of more practical needs are tools for classification based on underlying causes (e.g., voltage sag due to fault or transformer energizing, voltage swell due to fault). In this paper, a feature selection and LMT based approach for classifying of underlying causes of PQ disturbances has been presented. It is based on a reduced and simple set of features extracted from the WT in order to advance accuracy, simplicity and reliability. In proposed algorithm, feature selection algorithm based on SFS starts with a relatively large feature vector and selects the more useful feature subsets using several feature selection methods. The experiments are repeated for LMT classifiers. The results indicate that proposed algorithm can detect and classify different PQ events correctly.
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