Efficient Tree Coding Algorithms

Abstract. This paper studies the algorithms for coding and decoding second Neville’s codes of a labeled tree. The algorithms for coding and decoding second Neville’s codes of a labeled tree in the literatures require $O(n \log n)$ time usually. As stated in [1][2], no linear time algorithms for the second Neville’s codes. In this paper we consider the second Neville’s code problem in a different angle and a more direct manner. We start from a naive algorithm, then improved it gradually and finally we obtain a very practical linear time algorithm. The techniques we used in this paper are interesting themselves.
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Introduction
Labeled trees are of interest in practical and theoretical areas of computer science. For example, Ethernet has a unique path between terminal devices, thus being a tree: labeling the tree nodes is necessary to uniquely identify each device in the network. An interesting alternative to the usual representations of tree data structures in computer memories is based on coding labeled trees by means of strings of node labels. This representation was first used in the proof of Cayley’s theorem [3] to show a one-to-one correspondence between free labeled trees on $n$ nodes and strings of length $n$. This representation was first used in the proof of Cayley’s theorem [3] to show a one-to-one correspondence between free labeled trees on $n$ nodes and strings of length $n - 2$. In addition to this purely mathematical use, string-based coding of trees have many practical applications.

For instance, they make it possible to generate random uniformly distributed trees and random connected graphs: the generation of a random string followed by the use of a fast decoding algorithm is typically more efficient than random tree generation by the addition of edges, since in the latter case one must pay attention not to introduce cycles [8]. In addition, tree codes are employed in genetic algorithms, where chromosomes in the population are usually represented as strings of integers, and in heuristics for computing minimum spanning trees with additional constraints, e.g., on the number of leaves or on the diameter of the tree itself. Not last, tree codes are used for data compression and for computing the tree and forest volumes of graphs [5][6][7][10].

A tree code is any bijection between the set of all free labeled trees on $n$ nodes and strings of length $n - 2$. The oldest and most famous code is due to Prüfer and always deletes the leaf with smallest label. One drawback of the Prüfer code is its lack of structure for determining the diameter or the center(s) of the tree directly from the code without first constructing the tree. In 1953, Neville [9] presented three different codes, the first of which coincides with Prüfer’s one. The second Neville’s code, before updating $T$, eliminates all the leaves ordered by increasing labels. The third Neville’s code works by deleting chains.

Let $T$ be a labeled tree whose nodes are numbered from 0 to $n-1$. For some vertex $v$ in $T$, the degree of $v$, denoted by $d[v]$, is the number of edges incident to $v$. If $d[v]=1$, then $v$ is called a leaf. The labeled tree has $n-1$ edges $e_0, e_1, \cdots, e_{n-2}$. The second Neville’s code for the labeled tree $T$ denoted as $c_0, c_1, \cdots, c_{n-3}$, $0 \leq c_i \leq n - 1$, $0 \leq i \leq n - 3$, can be defined as follows.

(1) Let $X$ be the node set containing all current leaf nodes of $T$.

(2) Delete all the leaf nodes in $X$ ordered by increasing labels. When a leaf is deleted, the label of its parent is added to the code.

Repeat (1) and (2) until all the $n-2$ code words $c_0, c_1, \cdots, c_{n-3}$ are produced.

The algorithms for coding and decoding second Neville’s codes of a labeled tree in the literatures require $O(n \log n)$ time usually. As stated in [1][2], no linear time algorithms for the second Neville’s codes. In this paper we consider the second Neville’s code problem in a different angle and a more direct manner. We start from a naive algorithm, and then improved it gradually and finally we obtain a very practical linear time algorithm.

A Linear Time Algorithm for Coding
The most time consuming step in Algorithm A is Step (2). The leaf elimination scheme of the second Neville’s code implicitly defines a root for the labeled tree $T$. Actually, it is easy to see that the last element in the code is the root of the labeled tree $T$ which is the center of the tree $T$. Therefore the second Neville’s code corresponding to a rooted labeled tree. The diameter of a labeled tree $T$ is defined to be the length of the longest path in $T$, denoted $k = diam(T)$. The center of the tree $T$ is the middle node in the longest path of $T$. Let $V_0, V_1, \cdots, V_k$ be a longest path of $T$. If $k$ is even, then node $V_{k/2}$ is the center of the tree $T$. If $k$ is odd, then nodes $V_{k/2}$ and $V_{k/2+1}$ are the two centers of the tree $T$. For our algorithm to generate the second Neville’s code of $T$, we must compute the center of $T$ first. The center of the tree $T$ can be found in $O(n)$ time with two Depth First Traversals (DFT).

The first DFT can be start from any node of $T$. The purpose of the first DFT is to compute the length of the longest path of $T$ and an end node in this path. The input parameters $v$ and dep of the algorithm dfs are the current node visited and the depth of the recursion. The array $f$ records the visited status of the nodes initializing with value -1 for each node. When visited the value of $f[v]$ for the node $v$ is the label of the deepest node of the subtree rooted at node $v$, thus is nonnegative. In the algorithm, the variable $g$ is used to record the largest depths of the subtree rooted at node $v$. The variable $h$ is used to record the length of the longest path which starts from node $v$.
v and in the direction opposite to the node \( f[v] \). Therefore the value of \( g+h \) is the length of longest path passing through node \( v \). In the algorithm, the global variable \( maxl \) is used to record the length of the current longest path, and another global variable \( maxv \) is used to record the end node in the current longest path. After the first DFT algorithm is terminated, the value of the variable \( maxl \) is the length of the longest path of \( T \), and the value of the variable \( maxv \) is the label of the end node of the longest path.

The second DFT starts from node \( maxv \), the end node of the longest path of \( T \). The purpose of the second DFT is to compute the center of \( T \).

Another global variable \( m \) represents the parity of the length of the longest path, that is \( m = \text{max} \mod 2 \). After the second DFT algorithm is terminated, the value of the variable \( cen \) is the label of the center node of \( T \).

Based on the discussion above, we can describe the algorithm to find the center of the tree \( T \) by twice Depth First Traversals as follows.

**Algorithm Center:**
1. \( maxl \) ← 0
2. \( i \) ← 0 to \( n-1 \) do \( f[i] \) ← -1
3. \( dfs(0) \)
4. \( m \) ← \( \text{max} \mod 2 \)
5. \( i \) ← 0 to \( n-1 \) do \( f[i] \) ← -1
6. \( dfs(\text{maxv},0) \)
7. return \( cen \)

In the algorithm above, the simple for loop needs \( O(n) \) time. The two DFTs need \( O(n) \) time. The total time for the algorithm is \( O(n) \).

Once the center of the tree \( T \) is determined, the parent node array \( f \) and the degree array \( d \) for the tree \( T \) can be established by another Depth First Traversal or a Breadth First Traversal in \( O(n) \) time, which allows checking and updating a node’s degree in \( O(1) \) time. By using a heap, the set containing current leaf nodes can be maintained in \( O(n \log n) \) time. The time complexity of the coding algorithm is therefore \( O(n \log n) \). Based on the discussion above, we can improve the \( O(n \log n) \) time algorithm.

In the second Neville’s coding algorithm the leaves are deleted level by level. For example, in the rooted labeled tree \( (a) \) of figure 2, the nodes are divided into 4 levels. In the first level, the leaves 1,4,5,7,10 are deleted. In the second level, the nodes 0,2,8 are deleted. In the third level, the nodes 3,6 are deleted. In general cases, a linear scan of the code array \( c \) can determine the degree array \( d \). In the second Neville’s coding algorithm the leaves are deleted level by level. For example, in the rooted labeled tree \( (a) \) of figure 2, the nodes are divided into 4 levels. In the first level, the leaves 1,4,5,7,10 are deleted. In the second level, the nodes 0,2,8 are deleted. In the third level, the nodes 3,6 are deleted. In general cases, a linear scan of the code array \( c \) can determine the degree array \( d \). The scanning algorithm can be described as follows.

**Algorithm Level:**
1. \( i \) ← 0 to \( n-2 \) do
2. \( x \) ← \( f[i] \)
3. \( d[x] \) ← 1;
4. \( l[x] \) ← \( i+1 \)
5. \( i \) ← \( i+1 \)

In the algorithm above, the levels for all nodes are stored in array \( l \). The global variable \( r \) is used to record the maximal level. The algorithm performs a linear scan of the code array \( c \), the time required by the algorithm is clearly \( O(n) \).

Now we build a queue for every level. By scanning the level array \( l \) from left to right, we add the label of the parent node of the scanning node to the corresponding queue. After the scanning finished, the labels are output from the queue level by level and the tree edges are produced with code \( (c[i],s[i]) \) will thus be an edge in the tree.

We first observe that the leaves of \( T \) are exactly those nodes that do not appear in the code, as they are not parents of any node. Each internal node, say \( v \), in general may appear in \( c \) more than once; each appearance corresponds to the elimination of one of its children, and therefore to decreasing the degree of \( v \) by 1. After the rightmost occurrence in the code, \( v \) is clearly a leaf and thus becomes a candidate for being eliminated. Therefore, the times of a node \( v \) appears in \( c \) is exactly the degree of \( v \) minus 1. A linear scan of code array \( c \) can determine the degree array \( d \). In the second Neville’s coding algorithm the leaves are deleted level by level. For example, in the rooted labeled tree \( (a) \) of figure 2, the nodes are divided into 4 levels. In the first level, the leaves 1,4,5,7,10 are deleted. In the second level, the nodes 0,2,8 are deleted. In the third level, the nodes 3,6 are deleted. In general cases, a linear scan of code array \( c \) can determine the degree array \( l \). The scanning algorithm can be described as follows.

**Algorithm Level:**
1. \( i \) ← 0 to \( n-2 \) do
2. \( x \) ← \( f[i] \)
3. \( d[x] \) ← 1;
4. \( l[x] \) ← \( i+1 \)
5. \( i \) ← \( i+1 \)

In the coding algorithm above, the array \( q \) is a level queue array. When the node \( x \) is scanned, its level is \( \lfloor x \rfloor \). The parent label \( f[x] \) of the node \( x \) is added to the queue \( q[\lfloor x \rfloor] \).

Since every queue operation costs \( O(1) \) time, the total time required by the algorithm is \( O(n) \).

**A Linear Time Algorithm for Decoding**

Decoding is to build the tree \( T \) corresponding to the given second Neville’s code \( c \). As far as \( c \) is computed, each node label in it represents the parent of a leaf eliminated from \( T \). Hence, in order to reconstruct \( T \), it is sufficient to compute the ordered sequence of labels of the eliminated leaves, say \( s \): for each \( i \in \{0,1,...,n-1\} \), the pair \( (c[i],s[i]) \) will thus be an edge in the tree.

In the algorithm above, the levels for all nodes are stored in array \( l \). The global variable \( r \) is used to record the maximal level. The algorithm performs a linear scan of the code array \( c \), the time required by the algorithm is clearly \( O(n) \).

Now we build a queue for every level. By scanning the level array \( l \) from left to right, we add the label of the scanning node to the corresponding queue. After the scanning finished, the labels are output from the queue level by level and the tree edges are produced with code \( (c[i],s[i]) \) accordingly. All output edges form the tree \( T \). The decoding algorithm based on above discussion can be described as follows.

**Decoding Algorithm:**
1. \( i \) ← 0 to \( n-1 \) do
2. \( y \) ← \( l[x] \)
3. \( ENQUEUE(q[y],x) \)
4. \( i \) ← \( i+1 \)
5. \( x \) ← \( y \)
6. \( WHILE NOT EMPTY(q[x]) \) do
7. \( DEQUEUE(q[x],y) \)
8. \( e[i][0] \) ← \( y \)
9. \( e[i][1] \) ← \( c[i] \)
10. \( i \) ← \( i+1 \)
In the decoding algorithm above, the array q is a level queue array. When the node x is scanned, its level is l[x]. The node x is added to the queue q[l[x]]. After the scanning finished, the labels are output from the queue level by level and the tree edges are produced with code word c[i] accordingly. Since every queue operation costs $O(1)$ time, the total time required by the algorithm is $O(n)$.
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