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Abstract. In this paper, the classical K-means clustering algorithm disadvantages are given, a novel image clustering algorithm based on glowworm 
swarm optimization (ICGSO) is proposed. The new image clustering algorithm has been applied to several benchmark images to illustrate its 
applicability. The experimental results show that the proposed algorithm not only avoids the local optima, but also obtains the better image 
classification effects. 
 
Streszczenie..W artykule przedstawiono niedogodności klasycznej metody otrzymywania klastrów przy przetwarzaniu obrazów i zaproponowano 
nową metodą bazującą na optymalizacji z wykorzystaniem algorytmów świetlikowych. (Nowa metoda klastrowania obrazów bazująca na 
optymalizacji z wykorzystaniem algorytmów świetlikowych) 
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Introduction 

Image classification is an image processing method of 
distinguishing between different categories of objectives, 
according to the different features contained in the image 
information. It is pattern recognition’s application in the field 
of image processing. In the same conditions, similar objects 
of image should get the similar spectral information and 
spatial information, and show some inherent similarity of the 
similar objects. It means the feature vectors of the similar 
objects pixels will cluster in the spatial areas with the same 
features, but the feature vectors of the different objects 
pixels will cluster in the spatial areas with different features 
[1-3]. The image classification and clustering methods can 
be mainly divided into two kinds, supervised clustering and 
unsupervised clustering. In the supervised approach, the 
number and the numerical characteristics of the classes in 
the image are known in advance (by the analyst) and used 
in the training step, which is followed by a classification 
step. Unsupervised classification is in no prior knowledge of 
the category, through the measure of pixels can be 
classified as the attribute different types of classification 
method, and unsupervised classification is also referred to 
as a clustering problem [13].  

K-means algorithm [4] proposed by MacQueen is a 
classical algorithm for clustering. It works through several 
iterations, and updates every cluster center gradually until 
getting the best clustering results. However, there are two 
drawbacks for this algorithm. It depends on the initial 
condition, which may cause the algorithm to converge to 
suboptimal solutions; and it falls into local optimum easily. 
To overcome the above shortcomings, many methods have 
been proposed to improve this algorithm in recent years, 
which gets certain achievements. But there is still 
phenomenon of premature convergence in the local 
optimum [5, 6].  

Glowworm Swarm Optimization (GSO) [7-9] is a new 
method of swarm intelligence raised by K.N.Krishnanad and 
D.Ghose in 2005. This algorithm was inspired the 
phenomenon that the glow attracts mates. And the brighter 
the glow, more is the attraction. Each agent in the swarm 
decides its direction of movement by the strength of the 
signal picked up from its neighbors. Therefore, we use the 
glowworm metaphor to represent the underlying principles 
of our optimization approach. The GSO can do well in 
global searching, searching for the optimal clustering in 
parallel. Therefore, it can avoid the influence of the initial 
condition. This paper presents a new image clustering 
algorithm based on glowworm swarm optimization (ICGSO), 

and applies them to image classification. In this way, the 
basic glowworm swarm optimization was combined with the 
K-means algorithm. The new algorithm could overcome the 
disadvantages of K-means algorithm effectively and get 
better clustering qualities. 

The rest of this paper is arranged as follows. In section 
2, we discuss the basic GSO algorithm. The new image 
clustering algorithm based on glowworm swarm 
optimization (ICGSO) was described in section 3. And 
section 4 gives the experimental results. At last a 
conclusion in drawn in section 5. 

 
Glowworm Swarm Optimization Algorithm (GSO) 

In GSO [7-9], each glowworm distributes in the 
objective function definition space. These glowworms carry 
own luciferin respectively, and has the respective field of 
vision scope called local-decision range. Their brightness 
concerns with in the position of objective function value. 
The brighter the glow, the better is the position, namely has 
the good target value. The glow seeks for the neighbor set 
in the local-decision range, in the set, a brighter glow has a 
higher attraction to attract this glow toward this traverse, 
and the flight direction each time different will change along 
with the choice neighbor. Moreover, the local-decision 
range size will be influenced by the neighbor quantity, when 
the neighbor density will be low, glow's policy-making radius 
will enlarge favors seeks for more neighbors, otherwise, the 
policy-making radius reduces. Finally, the majority of 
glowworm return gathers at the multiple optima of the given 
objective function. 

Each glowworm i  encodes the object function value 

))(( txJ i
 at its current location )(txi  into a luciferin value 

il  and broadcasts the same within its neighborhood. The 

set of neighbors )(tNi  of glowworm i  consists of those 

glowworms that have a relatively higher luciferin value and 
that are located within a dynamic decision domain and 
updating by formula (1) at each iteration. 

 
Local-decision range update: 

 

(1)        ( 1) min{ ,max{0, ( ) ( ( ) )}};i i
d s d t ir t r r t n N t     

and )1( tr i
d is the glowworm i ’s local-decision range at 

the 1t iteration, sr is the sensor range, tn  is the 
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neighborhood threshold, the parameter   affects the rate 

of change of the neighborhood range. 

The number of glows )(tNi  in local-decision range: 

 

(2)        ( ) { : ( ) ( ) ; ( ) ( )};i
i j i d i jN t j x t x t r l t l t     

 

and, )(txi  is the glowworm i ’s position at the t  

iteration; )(tli  is the glowworm i ’s luciferin at the 

t iteration; the set of neighbors of glowworm i  consists of 
those glowworms that have a relatively higher luciferin 
value and that are located within a dynamic decision 

domain whose range 
i

dr  is bounded above by a circular 

sensor range )0( s
i

ds rrr  .Each glowworm i  selects 

a neighbor j  with a probability )(tpij  and moves toward 

it. These movements that are based only on local 
information, enable the glowworms to partition into disjoint 
subgroups, exhibit a simultaneous taxis-behavior toward 
and eventually co-locate at the multiple optima of the given 
objective function. 

Probability distribution used to select a neighbor: 
 

(3)                
    

;
i

j i
ij

k ik N t

l t l t
p t

l t l t





  

 
Movement update: 

(4)   
( ) ( )

( 1) ( ) ;
( ) ( )

j i
i i

j i

x t x t
x t x t s

x t x t

 
   
  

 

   
Luciferin-update: 
 

(5)           ( ) (1 ) ( 1) ( ( ));i i il t l t J x t       

    

and )(tli  is a luciferin value of glowworm i  at the t  

iteration, )1,0(  leads to the reflection of the cumulative 

goodness of the path followed by the glowworms in their 
current luciferin values; the parameter   only scales the 

function fitness values, ))(( txJ i  is the value of fitness 

function.  
In general, the GSO algorithm is described as four 

parts: initial distribution, luciferin update, the individual’s 
movement and local-decision range update. 

 
K-means Image Clustering Algorithm Based on GSO 

K-means Image clustering algorithm based on 
glowworm swarm optimization (ICGSO) was applied in 

image classification. A glowworm ix can be expressed as a 

cN -dimension vector  
1( , ..., , ..., )i i ij iNcx z z z , in which 

ijz  means the j -th cluster center vector of the i -th agent, 

and  cN is the number of clusters. So a swarm represents 

a set of candidates of cluster centers. Three ways can be 
used to measure the quality of image clustering algorithms: 
quantization error, the maximum intra-distance, the 
minimum inter-distance [10-13]. 

 

Quantization Error 
 Quantization error means the average Euclidean 

distance of all the pixels to their associated cluster centers, 
defined as 

(6)  
 1

, /
p ij

Nc

p ij ijj m c

c

d m z C
Je

N

  
 
  

 
 

where 

 (7)        2

1

,
bN

p ij pl ijl
l

d m z m z


   

where cN is the number of clusters, pm denotes the 

bN components of pixel p ,denotes gray value for 

grayscale images, ijc denotes the j th cluster of the i -th 

agent, ijz denotes the j th cluster center vector of the i -th 

glowworm, 
ijC is the cardinality of the set 

ijC , 

 ,p ijd m z means the Euclidean distance of pixels to their 

associated classes, 
bN denotes the number of spectral 

bands of the image set  (1 for grayscale images). 
 

The Maximum Intra-distance  
The maximum intra-distance means the maximum 

average Euclidean distance of pixels to the associated 
cluster centers, using 

(8)          max
1,...,

, max ( , ) /
p ij

i ij p ij
j Nc

m C

d x M d z m C
  

    
  
            

where M is the glowworms clustering domain individual 
said the characteristic value of each pixel consists of the 
matrix. 

 
The Minimum Inter-distance  

The minimum inter-distance means the minimum 
Euclidean distance between any pair of clusters, defined as 

 

(9)                
1 2 1 2

min 1 2, ,
( ) m in ,i ij ijj j j j

d x d z z
 

            

 
To get the better clustering qualities, the smaller values 

are needed for quantization error and the maximum intra-
distance; respectively, and a larger value for the minimum 
inter-distance. Thus, the fitness function of clustering 

qualities should constructed to minimize Je and 

 max ,id x M but maximize  min ( )id x , defined fitness 

function as 
 

(10)          1 max 2 max min, ( , ) ( ( ))i i if x M wd x M w m d x              

 

where maxm  is the maximum pixel value in the image set. 

1w  and 2w  are defined by the user, the fitness function 

prefers long distances of clusters from original pixels and 

small distances between clusters. Usually, let 1w = 2w =0.5. 

The framework of the ICGSO algorithm is given as 
below: 

Step 1.  Initialize parameters of nmls ,,,,,, 0 ; 
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Step 2. Initialize each glowworm to contain 

cN randomly selected cluster centers; 

Step 3. For each glowworm ix  

              3.1). For each pixel pm   

                    Calculate  ,p ijd m z for all ijC  using equations 

(7); 

                   Assign pm  to 
ijC  where 

 1,...,( , ) min ( , )
cp ij c N p icd m z d m z   

               3.2). Calculate the fitness  ,if x M  using 

equation (10); 

Step 4.  For 1iter   to maxiter , 

 For each glowworm ix  

Updating luciferin value according to equation (5); 
Selects conforms to the condition glowworm 
according to equation (2); 
Using (3) to select the distribution   tNjj i , and 

updating with equation (4); 
The  K-means algorithm  is applied to GSO of each 
iterations. 

         4.1). For each pixel pm   

             Calculate  ,p ijd m z for all ijC  using equations 

(7);    Assign pm  to ijC  where 

 1,...,( , ) min ( , )
cp ij c N p icd m z d m z   

   4.2).  Update the new cluster means; 

Calculate the fitness  ,if x M  using equation 

(10); 
Revision search radius by equation (1); 

       Step 5.  Segment the image using the optimal clusters 
centers given by the best global glowworm. 
 

 
4. Experimental Results  
4.1. Experimental Environment 

The K-means, fuzzy C-means method (FCM) and 
ICGSO are code in MATLAB7.0 and implemented on Intel 
Core2 T5300 1.73GHz machine with 1G RAM under 
windows XP platform. The set of ICGSO’s parameters are 

as below 1 0n  , max of iteration max 100iter  , 

0.4  , 0.6  , 0.08  , moving step 0.3s , 5tn   

and initialization of luciferin 0 5l  .  

 
4.2 .The Test Images 

This section compares the results of the K-means 
algorithm, FCM algorithm and the new proposed algorithm 
on several benchmark images. They are Lena (134 140  8 -
bit), Mandrill ( 111 111 8 -bit), Peppers ( 131 131 8 -bit), MRI 
(108 120 8 -bit).The color images are transferred to the gray 
scale images at first. The results have been stated in terms 
of the mean values and standard deviations over 20 

independent runs in each case. Use Je ,  max ,id x M and 

min ( )id x  to measure the clustering results, the results are 

shown in Table 1. K is the number of the clusters. 
 

Table 1. Experimental of comparison 

     
（a） Lena 

   
（b）Mandrill 

      
（c）Peppers 

Image Algorithm Je   max ,id x M min ( )id x
 

Lena 
( 4K  ) 

K-means 12.31 14.97 37.56 

FCM 11.87 17.82 34.36 

ICGSO 11.45 13.27 40.62 

Mandrill 

( 5K  ) 

K-means 7.91 12.59 23.26 

FCM 7.62 12.81 21.73 

ICGSO 8.06 10.76 26.96 

Peppers 

( 5K  ) 

K-means 9.92 14.59 28.39 

FCM 9.91 13.81 23.80 

ICGSO 9.28 10.50 32.29 

MRI 

( 6K  ) 

K-means 10.11 15.78 34.03 

FCM 11.22 17.74 27.91 

ICGSO 9.41 12.63 32.68 
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（d）MRI 

Fig.1. Test images and gray scale histograms  
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K-means 

 
FCM 

  
ICGSO 

（d）MRI 

（108 120 ； 6K  ； max i 100ter  ） 

Fig.2. The clustering results of K-means、FCM、ICGSO  

 
Analyses of Results 

Form Table 1 we can see that the proposed algorithm 
ICGSO outperforms the former two algorithms. For Lena 
and Peppers, the ICGSO can get the better values of 
quantization error, the maximum intra-distance and the 
minimum inter-distance than K-means and FCM. For 
Mandrill, the quantization error of ICGSO is a little larger 
than the other two algorithms, but the maximum intra-
distance and the minimum inter-distance are better. For 
MRI, the minimum inter-distance of K-means algorithm is 
better. However, the performance of ICGSO is superior to 
FCM and K-means. Fig.2. shows the clustering results of 
three algorithms on four benchmark images respectively. 
Form the Fig.2. we can find that the clustering effect of 
ICGSO is better the former two on the four images. In 
general, ICGSO can cluster the images well. 

 

Conclusions 
In the paper, combining the GSO with K-means 

algorithm, we have presented K-means image clustering 
algorithm based on glowworm swarm optimization (ICGSO). 
The experimental results show this new algorithm 
performed very well when compared to the K-means 
algorithm. It’s effective and more robust than the K-means 
algorithm and FCM algorithm. The researches and 
applications on GSO are still limited. We need to improve 
the searching speed and accuracy about the algorithm, and 
selecting the optimal clustering number is a question. That 
the GSO can be used widely in pattern recognition and 
image processing in the future. 
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