Marginal Discriminant Projection for Coal Mine Safety Data Dimensionality Reduction

Abstract. Marginal Fisher Analysis (MFA) is a novel dimensionality reduction algorithm. However, the two nearest neighborhood parameters are difficult to select when constructing graphs. In this paper, we propose a nonparametric method called Marginal Discriminant Projection (MDP) which can solve the problem of parameters selection in MFA. Experiment on several benchmark datasets demonstrated the effectiveness of our proposed method, and appreciate performance was achieved when applying on coal mine safety data dimensionality reduction.

Streszczenie. W artykule zaproponowano nieparametryczną metodę nazwaną MDP (marginal discriminant projection) która pomaga rozwiązać problem selekcji danych w algorytmie MFA (marginal Fisher analysis). Metoda zastosowano do redukcji danych w systemach bezpieczeństwa kopalni węglowej. (Metoda Marginal Discriminant Projection w zastosowaniu do redukcji wymiaru danych w systemach bezpieczeństwa kopalni węglowej)
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Introduction

Safety is a key problem we concern during the production process of coal mine. With the increasing informational degree of coal mining enterprises, we can get a large number of sensor information every minute. Many researches have been carried out to use the information for coal mine safety warning. Most of the researches on coal mine gas safety information process focus on the prediction of gas emission or coal and gas outburst forecast [1,2,3]. Cheng et al. have proved the chaotic character of gas signals, and established a chaotic time series based gas concentration forecasting model [4,5,6]. It is a new way for coal mine safety warning to perform workface pattern classification on multi-sensor time series data. In real applications, the same workface involves multiple sensors so that the learning algorithms have to be carried in a high dimensional space. However, previous studies have demonstrated that learning performance can be improved in lower dimensional subspaces. Therefore, before using classification algorithms on coal mine safety data, it is necessary to carry dimensionality reduction firstly. In the field of machine learning and pattern recognition, researches on dimensionality reduction have attracted much attention during the last few years. The aim of dimensionality reduction is to extract few important features from the high dimensions and keep the intrinsic property of samples in the subspace, so it is also called subspace learning. A linear dimensionality reduction algorithm aims to achieve a linear mapping from high to low dimensions space, and discrimination structures and geometry information are preserved during the mapping. There are already a large number of dimensionality reduction algorithms which have different forms but the same goal of finding a low embedding to make the classification or recognition more efficient.

During the large amount of dimensionality algorithms, the linear ones are popular for their direct mapping which can be used to the unseen samples. The classical linear dimensionality reduction methods include Principle Component Analysis (PCA) [7], Locality Preserving Projections (LPP) [8], Linear Discriminant Analysis (LDA) [7] and Marginal Fisher Analysis (MFA) [9,10,11]. PCA and LDA both consider the mean and covariance of sample data so they are methods based on statistics, however, worse performance will be gotten when the samples are not sufficient. Besides this kind of method, there is another kind of algorithms based on graph, which include LPP and MFA. LPP is a linear unsupervised dimensionality reduction method. It seeks for an embedding transformation such that the neighborhood relation of data pairs can be preserved in the embedding space. MFA constructs an intrinsic graph that characterizes the intraclass compactness and another penalty graph which characterizes the interclass separability. Though MFA is a novel method and could achieve desiring performance some times, the two nearest neighborhood parameters is difficult to select when constructing the graphs. Several researches have considered this problem. Hu [12] proposed subspace learning method called Locality Discriminating Projection (LDP) which provides a new scheme for discriminant analysis by considering both the manifold structure and the prior class information. Zeng [13] presented a Synthesized Discriminant Projection (SDP) which maximizes the distance between marginal points and the distance between different class centers. Kokiopoulou [14] introduced the repulsion graph, and proposed a methodology based on repulsion graphs.

In the paper, we propose a new linear dimensionality reduction method called Marginal Discriminant Projection (MDP). A new definition method for the marginal points is presented. Specifically, for each point, two distances were computed, respectively the distance between it and its nearest point from different class and the distance between it and its farthest point from same class. According to the value of these two distances, the points will be classified to marginal points and non-marginal points. The parameter selection problem of MFA was solved by this kind of definition method. Based on the graph embedding framework, we also design two graphs using the marginal points and the non-marginal points. A new discrimination criterion was designed on the graphs. A directly mapping can be achieved by solving a generalized eigenvalue decomposition problem.

The rest of the paper is organized as follows: We give a brief description of the graph based dimensionality reduction method. In next section we introduced our proposed Marginal Discriminant Projection Dimensionality Reduction method. Then the algorithm is tested in several experiments. Finally, we provide some summary and suggestions for future work.

Graph based Dimensionality Reduction

Most of the existing methods can be unified under a graph embedding framework [9], the proposed algorithm is also based on this framework, so in this section we
introduce the graph based dimensionality reduction framework and the process to compute a linear projection.

The basic idea of graph embedding is to consider the sample point in high dimension space as a vertex to construct a graph and the weight of sides between the vertexes represent the similarity of their corresponding samples points. The similarity is measured using a graph similarity matrix which represents the statistics and geometry property of the data set. Graph embedding aims to find a low dimension vector to represent the vertex of graph and keep the similarity in the low dimension space. Linear dimensionality reduction aims to find an explicit mapping from original feature space to the embedding space in this situation, we can get the embedding of new test point through this mapping. The definition of dimensionality reduction show followed and also the basic process of graph based dimensionality reduction.

For a pattern recognition problem, there is a sample set \( X = \{x_1, \ldots, x_n\}, x_i \in \mathbb{R}^m \), \( n \) is the sample number and \( m \) is the feature dimension. In a supervised task, label of sample \( x_i \) is \( l_i \in \{1, \ldots, c\} \). The aim to application dimensionality reduction is to extract few dimension features and preserve most intrinsic information of samples. This will bring convenient for the follows work such as recognition, and avoid the problem of curse of dimensionality. Linear algorithm aims to get a mapping through which all samples can get a embedding.

The definition of dimensionality reduction show followed and also the basic process of graph based dimensionality reduction.

For a pattern recognition problem, there is a sample set \( X = \{x_1, \ldots, x_n\}, x_i \in \mathbb{R}^m \), \( n \) is the sample number and \( m \) is the feature dimension. In a supervised task, label of sample \( x_i \) is \( l_i \in \{1, \ldots, c\} \). The aim to application dimensionality reduction is to extract few dimension features and preserve most intrinsic information of samples. This will bring convenient for the follows work such as recognition, and avoid the problem of curse of dimensionality. Linear algorithm aims to get a mapping through which all samples can get a embedding. The definition of dimensionality reduction show followed and also the basic process of graph based dimensionality reduction.

The nature of graph embedding is to find the low embedding of all vertexes in \( G \), and at the same time maintain maximum similarity of point to point in \( G \). The points which are more similarity in the original feature space should keep the same in the low embedding space. Suppose \( y_i \) is the corresponding low embedding of sample \( x_i \), during the embedding process the rule should be followed:

\[
y_i^{(opt)} = \arg \min \sum_{i \neq j} \|y_i - y_j\|^2 W_{ij} = \arg \min y_i^T L y_i
\]

The optimal embedding of the algorithm is to solving the minimize problem above. To avoid the trivial solution which all points are embedding to the same point, another graph \( G'=\{X, W'\} \) usually is constructed, where \( W' \) describe the similarity should be avoid during the embedding. That is the lower similarity between two points in original space should maintain low in the embedding space, which can be formulated as:

\[
y_i^{(opt)} = \arg \max \sum_{i \neq j} \|y_i - y_j\|^2 W'_{ij} = \arg \max y_i^T L' y_i
\]

Similar to mentioned earlier, the diagonal matrix \( D' \) and Laplacian matrix \( L' \) of graph \( G' \) are defined as:

\[
L' = D' - W', D'_{ij} = \sum_{j} W'_{ij}, \forall i.
\]

As a conclusion of the above optimal problem, we should optimal the following formulation:

\[
y^* = \arg \min \frac{y^T L y}{y^T L' y}
\]

The above dimensionality reduction method can only get the embedding of the trained samples, and can not be used on new coming points. So it is necessary to get an explicit mapping from the high to low dimensions space which also can be used for the "out of sample" points. Suppose there is a linear mapping \( \omega \) from the high feature space to the low embedding space, for any sample point \( x_i \) in the high feature space, we can get its corresponding low embedding through:

\[
y_i = x_i^T \omega
\]

Using this formulation, the problem above can be reformed:

\[
y^* = \arg \min \frac{\omega^T X L X^T \omega}{\omega^T X L' X^T \omega}
\]

Finally, we can get an explicit linear mapping through solving above formulation.

### Marginal Discriminant Projection

In this section, we introduced a new way to define marginal points, and then constructed an intrinsic graph on each non-marginal point and its farthest point from same class and another penalty graph on each marginal pint and its nearest point from different class.

Fig. 1 shows the basic idea to define marginal point. For each point \( x_i \) from class 1, find the farthest point \( x_j \) from class 1 and the nearest data \( x_i \) from class 2. We use \( S_m \) and \( S_n \) as the set of marginal points and non-marginal points respectively.

We define point \( x_i \) as:

\[
x_i \in \begin{cases} S_m, & \text{if } |x_i - x_j| \leq |x_1 - x_2| \\ S_n, & \text{otherwise.} \end{cases}
\]

From the point of graph embedding, we construct a graph to represent the within class compactness called within class graph \( G \). Link the non-marginal point with its nearest data from different class and the others to 0, then we can get a weight matrix:

\[
W_{ij} = \begin{cases} 1, & \text{if } x_i \in S_m \text{ and } x_j \in S_n \text{ or } x_j \in S_m \text{ and } x_i \in S_n \\ 0, & \text{otherwise.} \end{cases}
\]

where \( x_i \in S_m(x_i) \) represents that \( x_i \) is the farthest point of \( x_i \) within same class.

The locality neighborhood relation should be kept during the projection. The projection can be got through optimize the follow formulation:
arg min \sum_{i=1}^{N} \sum_{j=1}^{N} \|y_i - y_j\|^2 W_{ij}

(10) \quad = \arg\min \sum_{i=1}^{N} \sum_{j=1}^{N} \|\omega^T x_i - \omega^T x_j\|^2 W_{ij} \\
= \arg\min 2\omega^T X(D - W)X^T \omega \\
= \arg\min 2\omega^T X L X^T \omega \\
D is a n×n diagonal matrix, and

\[
D = \sum_{j=1}^{n} W_{ij}
\]

For convenient, we set L:

\[
L = D - W
\]

The aim of dimensionality reduction is to get better performance during the following task, such as classification or recognition. So when finding the embedding of the sample points, the points from different classes should be separated. As in MFA, we also construct a penalty graph \( G_p \) with the marginal points defined by our proposed method. The weight matrix of the graph is:

\[
W_{ij}^p = \begin{cases} 1, & \text{if } x_i \in S_m \text{ and } x_j \in S_m(x_i) \\ 0, & \text{otherwise.} \end{cases}
\]

where \( x_j = S_m(x_i) \) represents that \( x_j \) is the nearest point of \( x_i \) from different class.

During the embedding, we should enhance the separability of the marginal point from different classes, and the projection can be got through optimize the following formulation:

\[
\arg\min \sum_{i=1}^{N} \sum_{j=1}^{N} \|y_i - y_j\|^2 W_{ij}^p
\]

(14) \quad = \arg\min \sum_{i=1}^{N} \sum_{j=1}^{N} \|\omega^T x_i - \omega^T x_j\|^2 W_{ij}^p \\
= \arg\min 2\omega^T X(D^p - W^p)X^T \omega \\
= \arg\min 2\omega^T X L^p X^T \omega \\
G^p is a n×n diagonal matrix, and

\[
D^p = \sum_{j=1}^{n} W_{ij}^p
\]

For convenient, we set L^p:

\[
L^p = D^p - W^p
\]

We combine the two criterions and the final optimal projection should be the following optimization problem:

\[
\omega^* = \arg\max \frac{\omega^T X L^p X^T \omega}{\omega^T X L^p X^T \omega}
\]

(17) \quad \omega^* = \arg\max \frac{\omega^T X L^p X^T \omega}{\omega^T X L^p X^T \omega}

This optimal solution is got by solving the generalized eigenvalue decomposition problem:

\[
\lambda X L^p X^T \omega = X L^p X^T \omega
\]

(18) \quad \lambda X L^p X^T \omega = X L^p X^T \omega

A solution is \( d \) eigenvector correspond to the first \( d \) largest eigenvalues.

The process of the algorithm is:

1. Marginal point partition. Divide the samples to marginal point set and non-marginal point set according the definition of marginal point.
2. Construct the intrinsic graph. In the intrinsic graph, put a side between a non-marginal point and its farthest neighbor within the same class, and set the weight follow equation (9).
3. Construct the penalty graph. In the penalty graph, for each marginal point, put a side between it and its nearest neighbor from different classes, and set the weight follow equation (13).
4. Find the marginal discriminant project follow the optimize problem:

\[
\omega^* = \arg\max \frac{\omega^T X L^p X^T \omega}{\omega^T X L^p X^T \omega}
\]

(19) \quad \omega^* = \arg\max \frac{\omega^T X L^p X^T \omega}{\omega^T X L^p X^T \omega}

5. Final projection:

\[
\omega = \omega^*
\]

Experimental Analysis

To evaluate the proposed Marginal Discriminant Projection algorithm, we take experiments on four real world data sets and compare it to three dimensionality reduction algorithms. Firstly, we take a visualization experiment on the Coil20 data set and compare the embedding performance under each algorithm. Then the recognize accuracy was showed using the proposed algorithm and the other three algorithms.

We compare the two dimensions embedding using our proposed algorithm and the other three algorithms on the Coil20 data set. Coil20 data set is gray pictures of 20 objects, in this visualization experiments we choose 4 objects to analysis the embedding performance using our proposed method and other three methods.

Fig. 2. The embedding performance under LPP

Fig. 3. The embedding performance under LDA
Fig. 2 to Fig. 5 show the embedding performance of four algorithms (LPP, LDA, MFA and MDP) respectively. It is clear that the supervised algorithms (LDA, MFA and MDP) have better performance than the unsupervised algorithm (LPP), and at the same time our proposed algorithm MDP can separate the different class better than the other three algorithms.

Experiments are taken on four benchmark datasets, ORL, Yale, MU PIE and Coil20 to evaluate the separability of the lower dimensional representation derived from MDP in comparison to LPP, LDA and MFA. The ORL database contains 400 images of 40 individuals. The images were captured at different times and with different variations including expression and facial details, the size of each image is 92×112, in our experiment, we resize each image to 32×32 with the eyes in the same place. The Yale database contains 165 images of 15 individuals. We also resize each image to 32×32 with the eyes in the same place. The CMU PIE database contains 41,368 facial images of 68 people. The images were acquired across different poses, under variable illumination conditions, and with different facial expressions. In our experiment, a sub database is chosen for evaluation of our proposed algorithm. The sub database referred to as PIE-10 includes five near frontal poses (C05, C07, C09, C27 and C29) under all illumination and each person has 170 images with size of 32×32.

The purpose of our experiments is to compare the recognition accuracy under different algorithms. The classification algorithm is 1NN. Each dataset is splits to train set and test set randomly 50 times. In ORL database 5 images each person are chosen to compose the train set, the rest 5 images are test ones. It is respectively 6 and 10 images each person in the Yale and CMU PIE database.
From Fig. 6 to Fig. 9 we can conclude that compared with other algorithms, MDP could get better performance in most situations except on the Coil20 dataset.

In this subsection experiments were taken on coal mine gas time series to compare our proposed method MDP with three other algorithms. The data set was sampled from the KJ2006 safety monitoring system of Luling Coal Mine in Anhui Province. 16 sensors were chosen from 882 workface, including 882-1# yan<T1>, 882-1# yan <T2>, 882-1# yan <T3>, 882-1# shimen<T1>, 882-1# shimen<T2>, 882-5#yan Concentration, 882-5#yan Flow, 882-5#yan Temperature, 882-4#yan Pressure, 882-4# yan Flow, 882-4# yan Concentration, 882-3# yan Temperature, 882-2# yan Flow, 882-2# yan Temperature, 882-2# yan Pressure and 882-2# yan Concentration. The data were samples from January 10, 2007 to January 29, 2007. We labelled the samples according to the values of 5 sensors, which were 882-1#yan<T1>, 882-1# yan <T2>, 882-1# yan <T3>, 882-1# shimen<T1> and 882-1# shimen<T2>. Two classes were generated to express the safety situation of the workface. If the values of 5 sensors were bigger than 0.4 at the same time, the situation is labelled to 1, otherwise labelled to -1. We choose 600 samples in our experiment, which include 300 positive samples and 300 negative ones.

The aim of this experiment is to test the classification accuracy using the low dimensional data which is achieved by four different dimensionality reduction methods. The classification algorithm is KNN, and the parameter choice was using grid search. We spit the coal mine sensor data set randomly to two parts, which are the train set and the test set. Training set includes 60 samples and test set includes 260 samples.

Table 1 shows the classification accuracy using KNN on the low dimensionality data under four different algorithms. The result shows dimensions of 1 to 10 of each dimensionality reduction algorithm. It is clear that the proposed algorithm MDP achieved better result than the other three methods.

### Conclusions

A new dimensionality reduction algorithm called Marginal Discriminant Projection is proposed. Based on the graph embedding framework, we present a new method to define the marginal points, and then the marginal points are used to increase the separability of samples from different classes, at the same time keep the intraclass compactness of samples from same class. Though we avoid the parameter selection problem, the new definition method of marginal point could not always get the most optimal performance. So constructing a more optimal nonparametric method is what we should research in the future.
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