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Abstract. In every day is a lot of new images and photos get into the internet. Problem of image similarity is up-to-date in image retrieval. There are 
a lot of methods for comparison of images. We use vector quantization and NCD method for look for similar images in collection that vector 
quantization prepares image files for NCD. In this paper we can show how to convert 2D image into 1D string using by vector quantization and how 
NCD method is used for image similarity detection. 
 
Streszczenie. W artykule analizowano problem podobieństwa obrazu. Użyto metody kwantyzacji wektora i metody NCD. Pokazano jak 
konwertować obraz 2D w strumień 1D. (Detekcja podobieństwa obrazu bazująca na kwantyzacji wektora i kompresji) 
 
Keywords: image similarity, compression, NCD, vector quantization 
Słowa kluczowe: podobieństwo obrazu, kompresja, kwantyzacja wektora 
 
 
Introduction 

A lot of method for images similarity exists. For 
comparison of images we need some properties from 
images. In next we compare these properties. As first 
properties we can use colour property [1, 2]. Basic method 
for comparison by colour is pixel-by-pixel method. But this 
method is useful for closeness images with small 
divergence.[3] Next method can be comparison by colour 
histogram [4]. Statistically it means the join probability of 
intensities of three colour channels. But we need compare 
to two histograms. We can mention L2-related metric for 
comparison of two histograms [5, 6]. In next we can created 
colour sets and use quantization or we can use moment 
colour approach [7].  
 We can use textures also. Textures are importance and 
usefulness in pattern recognition and computer vision. It is 
property of surfaces as cloud, trees, bricks, fabric and hair. 
Textures can give important information about structural of 
surface. There are two approaches for textures comparison. 
[1] First is co-occurrence matrix. Base of this approach is 
co-occurrence matrix based on orientation and distance 
between pixels and then extracts meaningful statistics from 
matrix as the texture representation.[7] Second approach is 
based on psychological studies in human visual perception 
of texture. In psychological studies these properties were 
found: coarseness, contrast, directionality, linelikeness, 
regularity, and roughness. [8] 
 Different method how we can compare two images is 
compare their tags. Tags can be created manually or 
automatically. Tags give some text information about 
content of image – person, clouds, party, etc. We give these 
tags and we look for similar images. There can be question 
how can be tags accuracy? It is depend on people who 
describe image or automatically system.   
 
NCD 
The Normalized Compression Distance (NCD) is based on 
Kolmogorov complexity. It makes use of standard 
compressors in order to approximate Kolmogorov 
complexity. The NCD has been used for text retrieval [10], 
text clustering, plagiarism detection [4], music clustering [6, 
10], music style modeling [11], automatic construction of the 
phylogeny tree based on whole mitochondrial genomes 
[12], the automatic construction of language trees [13, 14], 
and the automatic evaluation of machine translations [15]. 
The NCD is a mathematical way for measuring the similarity 
of objects. Measuring of similarity is realized by the help of 
compression where repeating parts are suppressed by 
compression. NCD may be used for comparison of different 

objects, such as images, music, texts or gene sequences. 
NCD has requirements 
to compressor. The compressor meets the condition 	

 
within logarithmic bounds [17]. We may use NCD for 
detection of plagiarism and visual data extraction[18, 19]. 
The resulting rate of probability distance is calculated by the 
following formula: 

  
where: 
- C(x) ist he length of compression of x. 
- C(xy) is the length of compression concatenation of x and 
y. 
- min(x; y) is the minimum of values x and y. 
- max(x; y) is the maximum of values x and y. 
The NCD value is in the interval 0 < NCD(x; y) < 1+epsilon. 
If NCD(x; y) = 0, then files x and y are equal. They have the 
highest difference when the result value of NCD(x; y) = 
1+epsilon. The constant epsilon describes the inefficiency 
of the used compressor.  
The NCD is not a metric. It is an approximation of the NID. 
The computation of the NCD is very efficient because we do 
not need to create the output itself. We compute only the 
size of the output. A study of the efficient implementation of 
the compression algorithms may be found in [20]. 
 
We can use for image similarity by NCD. But we need 
translate some properties from image into text. With above 
in text we can use text description image by tag. But we 
need properties from image. Is possible to create 1D string 
from 2D image? This process is called as linearization. But 
can 1D string represent 2D image? This approach is 
described in [3]. 
 
Experiment 
Experiment setup 
We use vector quantization [21] method for linearization 2D 
image into 1D string. We divided image into small pieces 
created by 8x8 pixels. We used quaternion for colour 
representation [22] of each pixel. So, we created blocks of 
8x8 quaternions and codebook was created by these blocks 
[23]. We looked for coefficient C for relation between 
codebook compression and image quality after vector 
quantization. In experiment on collection described below 
we founded C as 2/3. Algorithm for block clustering is 
showed on Fig. 1. 
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Fig. 1 Algorithm of the Vector Quantization 
 
Collection 
We used collection from the internet [24]. There are over 
850 images. In collection, there are images in resolution 
786x576 pixels but for our experiment we changed 
resolution at 314x235 pixels. Images are divided into a lot of 
directories by groups (Animals, Flowers, Foliage, Textures, 
Fruits, Landscapes, Winter, Man, Mode, Shadows). 
 
Saving image for using NCD 
We used LZW compress method. This method needs string 
data, we needed to save image as a string. In first we tried 
to save only indexes from codebook. For each original block 
we looked for the nearest block in codebook after vector 
quantization and save index from codebook. Results of this 
approach were very poor. In next we saved all blocks in 
codebook and indexes. Each quaternion in each block we 
saved as string we saved vector part (i.e. rgb parts) as 
string. We gave text file for compression.  
 
Result 
Table 1 shows values given by NCD method. We created 
result in directory stated inside table. We demonstrate 
similarity detection of images only on images from 
directories in table 1. Results created from these directories 
were the best and results are most presentable. On figures 
below we show example of similar images. First image is 
origin image too. Search algorithm founds same image as 
the nearest image of original image. Each example has five 
images. Number below images is number get by NCD 
method. 
 
Table 1: Results of the Similarity detection 

 
Conclusion 

In this paper we showed method for image similarity 
detection based on vector quantization and NCD method. In 
example we showed this method is functional and this 
method has practical use. In next paper we want to use 
another larger collection of image and we want to try 
functionality of this method for larger collection. We want to 
try better solution of saving codebook after vector 
quantization and we want to create solution protect from 
image rotation and noise inside image. 
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Directory Min value Max value Average value 
Animals 0,9263 1,1028 0,968 
Flowers 0,8376 1,0499 0,8787 
Foliage 0,9179 1,0896 0,9719 
Textures 0,9151 1,1021 1,0069 
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Fig. 2 Similar images from Animals 
 

  

   

 

Fig. 3 Similar images from Flowers 
 

  
    

 

Fig. 4 Similar images from Foliage 
 

    
 
Fig. 5 Similar images fro Textures 
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