
118                                                                            PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 89 NR 2a/2013 

Jingjiao LI1,Dong AN1,Dan ZHAO2,Caoqun RONG1,Shuang MA1 

Northeastern University (1), China Medical University (2) 
 
 

TEO-CFCC Characteristic Parameter Extraction Method for 
Speaker Recognition in Noisy Environments 

 
 

Abstract. This paper proposes TEO-CFCC characteristic parameter extraction method. Signal phase matching is applied to eliminate speech noise 
on the basis of CFCC characteristic parameter, and then Teager energy operator is added to the acquisition of CFCC characteristic parameter. In 
this way TEO-CFCC characteristic parameter is obtained and the energy of speech becomes one of the characteristic parameters for speaker 
recognition. Experiment results show that the recognition accuracy can reach to 83.2% in a -5dB SNR of vehicle interior noise environment by using 
TEO-CFCC characteristic parameter. 
 
Streszczenie. W artykule przedstawiono metodę wyznaczania parametrów charakterystycznych filtru TEO-CFCC. Zastosowano tu dopasowywanie 
fazowe sygnału, dla eliminacji z mowy szumów oraz operator Teagera do wyrugowania parametrów. Badania eksperymentalne pokazuję, że 
dokładność rozpoznania głosu wynosi 83,2% przy -5dB SNR we wnętrzu pojazdu. (Wyznaczanie parametru charakterystycznego dla filtru TEO-
CFCC w rozpoznaniu głosu w zaszumionym środowisku). 
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Introduction 

Accurate extraction of the voice of characteristic 
parameters is the key step in the field which includes 
automatic word's identification [1], speech automatic 
segmentation [2] and speaker recognition [3]. At present, 
the speaker individual character characteristic parameters 
which is widely used is still Mel Cepstrum Coefficients 
(MFCC) [4], but MFCC characteristic parameter for speaker 
recognition declines sharply in low SNR environments [5]. 
Extracting a speaker individual character characteristic 
parameters which is both effective and anti-noise is still one 
of the main problems in speaker recognition study. The 
Cochlear Filter Cepstral Coefficients (CFCC), which is firstly 
proposed by Dr Peter Li who works in bell LABS in 2011, is 
the characteristic parameter used for speaker recognition 
[6]. CFCC which is the characteristic parameter based on 
the auditory transform (AT) [7].is different from MFCC which 
are based on fast Fourier transform (FFT). The accuracy of 
MFCC drops to 41.2% when the signal-to-noise ratio (SNR) 
of the input signal is 6dB in white noise and car noise 
environment, but CFCC still achieve an accuracy of 88.3%. 
All these shows that CFCC features have shown strong 
robustness and are better than the MFCC. But when the 
SNR of the input signal is -6dB under white noise, the 
accuracy of the CFCC features drops to 20%. 

Considering the analysis above, this paper applied the 
signal phase matching into the CFCC characteristic 
parameter, and then Teager energy operator is added to 
the acquisition of it. Finally, this paper proposed speaker 
characteristic parameters extraction method based on 
phase matching and TEO-CFCC under noise environment, 
improved CFCC characteristic parameter. 
1 CFCC Characteristic Parameter 
1.1 The principle of auditory-based transform  

The Fourier transform (FT) is the most popularly used 
transform to convert signals from the time domain to 
frequency domain. However, the advantages of Fourier 
transform in the treatment of the linear signal are restricted 
to the treatment of the nonlinear signal. Although the 
discrete Fourier transform and fast Fourier transform which 
are make up for the shortage of the Fourier transform 
perform better in dealing with nonlinear transform, it still 
can’t meet the need of the speech signal processing. 

Reference [7] presents that Peter Li first put forward the 
concept of auditory-based transform. The auditory-based 
transform imitated the principle of sense of hearing. He 

firstly definite a Cochlear Filter function by 
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Let  f t  be any square integrable function, the 

auditory-based transform for  f t  can be defined as :  
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Where a and b is real, so the equation above is the 
same with: 
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Let equation (6) written as discrete expression: 
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1.2 CFCC characteristic parameter extraction method 
The auditory-based transform is a new method of 

nonlinear signal processing. It is the same as the Fourier 
transform (FT) since both can be used as a filter bank and 
complete to convert signals from the time domain to 
frequency domain. The auditory-based transform in the 
speaker characteristics extraction field has a good 
application when it is firstly proposed. Reference [6] 
proposed speaker’s CFCC characteristic parameter 



PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 89 NR 2a/2013                                                                              119 

extraction method based on the auditory-based transform. 
A typical Cochlear Filter function equation is defined by 
Peter Li as follows: 
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Where 0   and 0  , the value of   should be 

satisfied with equation (1). ( )u t  is the unit step function. 

Factor b is a time shift real, and factor a is a scale or dilation 
variable. The value of a can be determined by the current 

filter central frequency cf  and the lowest central frequency 

Lf  in the cochlear filter bank: 
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The range of a is 0 1a  . Normally 3, 0.2   . 

Let  f t  be a speech signal, add the equation (9) to 

the equation (5), we can get  ,T a b  from  f t  through 

AT transform. The cochlear filter bank is intended to 
emulate the impulse response. The inner hair cells 
transform the speech signal after the time-frequency 
transform to the electrical signal that can be analysed by 
the human brain. Peter Li used the equation (11)-(13) to 
emulate this process: 
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In this equation, max{3.5 ,20ms}id   , i  is the 

period of the central frequency of the ith band, 10msL   . 
Finally, the discrete cosine transform (DCT) is applied to 

( , )y i j  and we can get the CFCC characteristic parameter. 

2 TEO-CFCC Characteristic Parameter Extraction 
Method 

A complete speech signal contains frequency 
information and energy information [8]. The energy is one of 
the most basic parameters in the speech signal and it 
represents the size of a frame of the speech signal. Even 
for the same content of the text, the speech signal’s energy 
differs from different people in the same environment [9]. In 
addition, the short-term energy that found out by a frame of 
speech signal is a scalar value, which can express the time 
domain features of the speech. CFCC parameter is a 
characteristic of ear auditory perception .They both reflect 
the different characteristics of the speech signal. Speaker 
characteristic parameters combining with the two 
characteristics can represent the speaker’s personality 
more. Reference [10] proposed Speech Feature Based on 
Teager Energy Operator(TEO) and Dyadic Wavelet 
Transform. Teager Energy Operator was successfully used 
in the characteristic parameters extraction and improved 
speech recognition performance. In this paper, Teager 
energy is used to represent the energy of the speech signal 
characteristics.  

TEO is a nonlinear operator which can to enhance the 
signal the background noise as well as contribute to feature 

extraction. For signal sampling points ( )x n , the discrete 

expression of TEO is: 

(14) 
2[ ( )] ( ) ( 1) ( 1)T x n x n x n x n     

In the noise environment, assuming that the speech 
signal observed is the sum between pure speech signal 

( )s n  and nonzero mean additive noise ( )w n :  

(15) ( ) ( ) ( )x n s n w n   

If TEO is got when put ( )x n  into equation (14) without 

any treatment, the accuracy of the results must be influence 
because of noise. In order to eliminate the influence caused 
by noise on speech signal, reference [10] put forward the 
energy estimate methods to eliminate noise. This energy 
estimate methods could estimate the TEO of the 
pronunciation efficiently in zero mean additive noise 
conditions, but it did not apply the nonzero mean additive 
noise conditions. In order to solve the problem, this paper 
introduces the signal phase matching into TEO. The 
principle of matched-signal phase method of three-sensor 
array is applied to eliminate the influence of TEO by 
nonzero mean additive noise. First change the equation (15) 
to the form of mode and phase: 
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In equation (16), ( )X j  , ( )S j  and ( )W j  is 

amplitude spectrum.   ,   and   is phase angle. They 

are all the functions of   . As is shown in figure 1, three 

sensor array of line is used to receive signals,   is the 
angle between the direction of signal and the direction of 
Linear array’s normal. The frequency domain forms of the 
output signal from three sensors are as followed: 
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   , d  is array element spacing. c  is 

the transmission speed of wave. 



 
Fig.1. Schematic diagram of the principles of matched-signal phase 
method of three-sensor array. 

Multiply Both sides of equation (18) and (19) by 
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With the method reference [11] proposed to find out the 
solution for the desired signal: 
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Where, 

3 1Im( )A X X  , 2 1Im( )B X X  ,

2 1Re( )C X X  , 3 1Re( )D X X  ,

2 2

2 1E X X  ,
2 2

3 1F X X  .. Re represents the 

real part and Im represents the imaginary part. 

In this way, the signal 1X , 2X  and 3X  can estimate 

the speech signal ( )s n  more accurately. Such treatment 

could not only get TEO which is more representative of the 
speaker features but also improve accuracy of CFCC 
characteristic parameter in low SNR environments. 

The principle diagram of TEO-CFCC characteristic 
parameter extraction method proposed by this paper is 
shown in figure 2: 

 
Fig.2. Schematic diagram of TEO-CFCC characteristic parameter 
extraction method 
 

Firstly, dealt with the speech signal by using phase 
information to reduce the influence caused by noise signal. 
Secondly, dispose speech signal by using auditory-based 

transform, get power spectrum value ( )P i . And then get 

calculation for TEO in each point of power spectrum 

according to the equation (14), get ( , )y i j  through deal 

with the spectrum value after TEO transform by using 
nonlinear transform for equation (11)-(13). Finally, remove 
all of the correlation between signals by using the discrete 
cosine transform and get the speaker’s TEO-CFCC 
characteristic parameter by mapping the signal to the low 
dimensional space. 
3 The Experimental Results and Analysis 

This paper use 90 speakers in the list of Train under the 
TIMIT speech database as test data, in which the number of 
female is 30 and the male is 60. This paper use Gaussian 
Mixture Model (GMM) which has nothing to do with this text 
as speech acoustic models. In order to get the effectiveness 
difference of the TEO-CFCC characteristic parameter, the 
pure environment, 5dB, 0dB, -5dB and -10dB noise 
environments are use to perform contrast test. The addition 
noise is the Vehicle interior noise, babble noise and white 
noise in the standard library noise (noisex-92). Figure 3-
figure 5 shown the text results in the three noise conditions 
above.   

As we can see from figure 3, three characteristic 
parameters achieve over 96% accuracy in clean testing 
conditions. But when white noise is gradually added to the 
clean testing data, the accuracy of MFCC characteristic 
parameter declines sharply. The accuracy of the MFCC is 
less than 50% when the SNR is 6dB, while accuracy of 
CFCC characteristic parameter and TEO-CFCC 
characteristic parameter proposed by this paper are close 
to 90%. When the SNR is 0 dB, the accuracy of the MFCC 
is less than 10%. Although the accuracy of CFCC 
characteristic parameter decline, it also reaches 60%. The 
accuracy of TEO-CFCC characteristic parameter proposed 
in this paper may reach 80% in 0 dB conditions. When the 
SNR is -5dB, the accuracy of the CFCC is less than 20%, 

while the TEO-CFCC characteristic parameter still has an 
accuracy of 57.8%. 

 

 
Fig. 3. Comparison diagram of the accuracy of MFCC, CFCC and 
TEO-CFCC characteristic parameter in white noise environment 

As shown in figure 4 and figure 5, when the SNR is 
below 5dB, the accuracy of MFCC characteristic parameter 
decline sharply in the vehicle interior noise and babble 
noise testing conditions. Both CFCC characteristic 
parameter and TEO-CFCC characteristic parameter have a 
good performance of anti-noise, especially in the conditions 
in which the SNR is below -5dB. The accuracy of TEO-
CFCC characteristic parameter is obviously better than 
CFCC characteristic parameter’s. When the SNR of vehicle 
interior noise is -10dB, the TEO-CFCC characteristic 
parameter still has an accuracy of 70%. 

 
Fig. 4. Comparison diagram of the accuracy of MFCC, CFCC and 
TEO-CFCC characteristic parameter in vehicle interior noise 
environment 

  
Fig. 5. Comparison diagram of the accuracy of MFCC, CFCC and 
TEO-CFCC characteristic parameter in babble  noise environment 
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4 Conclusion 
The phase matching method is combined with Teager 

energy operator on the basis of CFCC characteristic 
parameter is presented in this paper, and TEO-CFCC 
parameter method which can characterize personality 
characteristics is as well put forward. Tests which used the 
unified GMM speaker recognition model make it well known 
that the accuracy of TEO-CFCC characteristic parameter 
combined with the energy operator is obviously better than 
MFCC and CFCC. Experiment results show that the 
recognition accuracy can reach to 83.2% in a -5dB SNR of 
vehicle interior noise environment by using TEO-CFCC 
characteristic parameter. 
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