Abstract. Photovoltaic (PV) power prediction is an important way to guarantee the stability for grid-connected PV power generation. In this paper, a power prediction method of PV plant was proposed. Firstly, the solar radiation was predicted based on support vector machine (SVM) combining the wavelet analysis with similar data. Similar data was extracted from large amounts of historical data. The original solar radiation signal was decomposed into trend signal of low frequency band and random signal of high frequency band by wavelet decomposition. Then different SVM radiation prediction models were trained respectively and the prediction result of every model was combined to obtain the final predicted radiation. Furthermore, the short-term power was predicted by the power curve to better fit the relationship between solar radiation and output power. Simulation results show that the improved SVM model can better fit the characteristics of solar radiation and improve the prediction accuracy; the power prediction model using the power curve has good generalization capability for engineering application.

Streszczenie. W artykule przedstawiono metodę predykcji generowanej przez panele PV mocy. W algorytmie zastosowano maszynę wektorów pomocniczych oraz analizę falkową, które wykorzystano do predykcji promieniowania słonecznego, na podstawie danych historycznych. Dokonując porównania z krzywą mocy panelu określono zależność między promieniowaniem a mocą wyjściową. Badania symulacyjne wykazały, że zaproponowana nowa metoda pozwala na zwiększenie dokładności predykcji mocy. (Krótkoterminowa predykcja mocy dla paneli fotowoltaicznych – zastosowanie maszyny wektorów pomocniczych z przykładowymi danymi i analizy Falkowej).
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1 Introduction

Solar energy is rich in resources, pollution-free for environment and optimal choice for developing renewable energy sources. Grid-connected PV power generation is the development tendency for utilizing solar energy. PV power generation combined to the grid has caused severe challenges for the reliable and safe operation of power network [1,2]. Improving the accuracy of PV power prediction is an effective way to ensure the stability of power grid and enhance the operating efficiency of power station[3].

Solar panels use the photoelectric effect to transform the radiation into electrical energy. Solar radiation intensity is the major factor that affects PV power [4]. The solar radiation prediction mainly includes two kinds of methods: physical model-based methods and historical data-based methods [5]. The physical model is based on numerical weather prediction (NWP) to predict solar radiation. It does well in medium-term and long-term predictions. The historical data method does better in short-term prediction. It mainly includes autoregressive (AR) and autoregressive moving average (ARMA) [6], artificial neural networks (ANN) and support vector machine (SVM) [7] and so on. The artificial neural network method was used to predict solar radiation in [8], however, the neural network method needs long time for training and is easy to fall into local minimum. In [9], a mixed forecasting method combining wavelet analysis and neural network was adopted, but the degree of correlation between the training data and the predicted data will effect the prediction accuracy.

Recently, support vector machine (SVM) developed by Vapnik [10] is widely applied in computer science, bioinformatics, and environmental science [11]. Previous studies have proved that SVM shows better performance than neural networks and other statistical models [12]. SVM is a machine learning algorithm with better nonlinear fitting capability [13] and it is applied to predict solar radiation by some scholars. In this paper, a power prediction method of PV plant was proposed, which included the solar radiation prediction based on support vector machine (SVM) combining the wavelet analysis and the solar output power prediction based on the power curve. Similar data was extracted from large amounts of historical data, mainly taking the factors such as ambient temperature, wind speed, cloud cover and the atmospheric transparency into account [14], which greatly increased the relativity between training sample and prediction data and enhanced the generalization capability of the model. Because solar radiation is nonstationary random sequence and the wavelet analysis has the performance of noise reduction, the original solar radiation data was decomposed into trend signal of low frequency band and random signal of high frequency band by wavelet decomposition. Different SVM radiation prediction models were trained respectively, which fit the low frequency and high frequency character of radiation data well and improved the prediction accuracy of the combined prediction data. Furthermore, an actual power curve, which can better map the relationship between solar radiation and output power, was used to predict the short-term power after obtaining the prediction of solar radiation. The power curve was exacted from historical data and it can reduce the influence of abnormal data in setting the power prediction model.

2 Methodology

2.1 SVM

SVM is a new-style computational learning theory, which has many advantages such as concise math expression form, solid theoretical foundation, intuitive geometric explanation, strong generalization ability and it can overcome the difficulty caused by nonlinearity and small sample [15].

SVM theory is proposed from the optimal hyperplane in linear classification cases. Given two sample sets (x, y), I = 1, 2, ..., n, x ∈ R^d, y ∈ {1, -1}, the general type of linear discriminate function in the D dimensional space is:

\[ g(x) = w \cdot x + b \]

The hyperplane equation is:

\[ w \cdot x + b = 0 \]

By normalizing the judging function, the two sets can meet the formula \( |g(x)| \geq 1 \), i.e., the samples which are nearest to the hyperplane can meet the formula \( |g(x)| = 1 \) and the class interval is \( 2/|w| \). Therefore, to make the interval maximum is equal to make \( |g(x)| \) (or \( |g(x)|^2 \)) minimum. All samples will be classified properly if equation (3) is met.
The Lagrange coefficient.

Thus, the problem of the optimal hyperplane can be expressed as equation (4) subjected to equation (3) to calculate the minimum.

$$\Phi(w) = \frac{1}{2} \|w\|^2 = \frac{1}{2}(w \cdot w)$$

Lagrange function is:

$$L(w,b,\alpha) = \frac{1}{2}(w \cdot w) - \sum_{i=1}^{n} \alpha_i [y_i((w \cdot x_i) + b) - 1]$$

where: \( \alpha_i \) – the Lagrange coefficient.

Using inner product \( k(x,x_i) \) to replace the inner product of the optimal hyperplane, we can get the optimization function (6).

$$Q(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j)$$

The discrimination function is:

$$f(x) = \text{sgn} \left( \sum_{i=1}^{n} \alpha_i^* y_i k(x_i, x) + b^* \right)$$

### 2.2 Wavelet Decomposition

Solar radiation possesses some randomness and it is mixed with noise and multiple signals of high volatility. Wavelet analysis with the ability of noise reduction and analyzing the local characteristics of the nonlinear and non-stationary signals is the localization analysis of the time (space) and frequency. Through the telescopic shifting operation, the signals will be gradually refined by multi-scale so as to achieve time subdivision at high frequency and frequency subdivision at low-frequency. It can automatically adapt to the analysis demand of time-frequency signal. Therefore, any details of the signal can be focused on, so that you can analyze the local features of the signal at various time and in various local range [16].

The expression of continuous wavelet transform for \( x(t) \) signal is:

$$W_x(b, a) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} x(t) \Phi(\frac{t-a}{a}) dt$$

where: \( a = 1/2 \), \( b = k/2 \), \( k \) and \( s \) belong to the set of integers \( Z \).

At the time-scale plane, the value of continuous wavelet transform of \( x(t) \) is a number which expresses the time-scale relationship of \( x(t) \) and \( \Phi(t) \) and it is named as discrete wavelet transform (DWT) which generates a sparse set at the time-scale plane. Wavelet coefficients at the point \( b = k/2 \), \( a = 1/2 \) can be expressed by equation (10).

$$w_{k,a} = W_x \left( \frac{k}{2^s}, \frac{1}{2^s} \right) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} x(t) \Phi(\frac{t-k}{a}) dt$$

Because redundant information would be generated by using continuous wavelet transform at the time-scale plane, the signal is more conveniently processed by discrete wavelet transform after selecting \( b = k/2 \), \( a = 1/2 \). Discrete wavelet transform has been proved to maintain signal information adequately. Signal can be fully reconstructed according to wavelet coefficients.

The fast algorithms of discrete orthogonal wavelet transform can achieve orthogonal projection to the space \( f_j \) and \( w_j \) for signal \( x(t) \). Then the discrete approximation signal \( a_j(t) \) and discrete detail signal \( d_j(t) \) can be obtained respectively corresponding to resolution \( j \) of signal \( x(t) \). Assuming that \( j \) gradually increased from 1, such as \( j = 3 \) in this paper, the breakdown structure tree is shown in Fig.1.

$$x(t) \rightarrow a_1 \rightarrow a_2 \rightarrow a_3$$

Finally, wavelet decomposition of signal \( x(t) \) can be obtained as equation (10).

$$x(t) = \sum_{j=1}^{3} d_j(t) + a_3(t)$$

The effect diagram has been shown in Fig.2, where the original solar radiation signal is decomposed into the trend signal and random signal.

![Fig. 2. Wavelet decomposition](image-url)

### 2.3 Similar Data

It is obviously that solar radiation periodically changes with season. Even in one day, the change of radiation is also regular. SVM can map the input sample to high dimensional linear characteristic space through nonlinear mapping and make it linearly separable. What SVM records is the non-linear relationship between the input and output of training sample, so it can be seen that the prediction accuracy can be highly improved by choosing prediction sample which is similar with the training sample. Using the radiation curve in a certain time period as the sample and finding a set of curves which changed similarly with the sample curve, the wavelet SVM prediction model can be set using the curves obtained as the training sample.

### 2.4 Data Normalization

In order to improve the generalization capability of the model and reduce the training time of the program, data can be normalized when SVM modeling is established. That is to say the range of trend signal and detrended random signal is transformed to \([0,1]\).

The normalized formula is:
(11) \[ \bar{x}_i = \frac{x_i - x_{i\min}}{x_{i\max} - x_{i\min}} \]

where: \( i = 1, 2, \ldots, n \)

Among the formula \( \bar{x}_i \) is the value of normalized data \( x_i \),

\( x_{i\min} = \min(x_i), \ x_{i\max} = \max(x_i) \)

and \( n \) is the number of samples.

2.5 Performance Evaluation

The error formulas used in this paper are as follows:

a. Normalized root mean square error (nRMSE)

\[
e_{\text{nRMSE}} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (v'_t - v_t)^2 / P_{\text{cap}} \sqrt{N}}
\]

b. Mean relative error (MRE)

\[
e_{\text{MRE}} = \frac{1}{N} \sum_{t=1}^{N} |v'_t - v_t| / v_t
\]

c. Mean absolute error (MAE)

\[
e_{\text{MAE}} = \frac{1}{N} \sum_{t=1}^{N} |v'_t - v_t|
\]

where: \( N \) – number of prediction data, \( v'_t \) – value of prediction data, \( v_t \) – value of measured data, \( P_{\text{cap}} \) – rated capacity power of the solar cell array.

3 Solar Radiation prediction model

3.1 Data Analysis

HOMER (Hybrid Optimization Model for Electric Renewable) is a model optimization software researched by National Renewable Energy Laboratory (NREL) for multi-renewable energy power generation system. The data used in this paper is all from a PV power station (Latitude: 24°49′ North, Longitude: 103°20′ East), and the HOMER software simulates the radiation data in the whole year for analysis in the earlier stage.

Fig. 3 shows the radiation data of everyday in one year, and Fig. 4 shows the two-dimensional radiation intensity presentation of each hour of a day in one year. As shown in the two figures, taking no account of the severe weather of some days, the radiation of the other days almost changes similarly. There is no radiation during the night, so the solar radiation data from 6 am to 9 pm is used.

Fig. 5 shows the radiation data of 8 continuous days with similar weather situation, these days are similar with each other in ambient temperature, cloud cover and the atmospheric transparency. As shown in Fig. 5, the radiation data has high relativity in the same hour of these days.

For this reason, similar data extracted from the historical data was used as training sample. The similar data extracted in this paper as the training sample was data of 8 days as shown in Fig. 6, in which every 24 points in the abscissa represent one day. It can be seen from the figure that the variation trend of these days is very similar.

3.2 Solar Radiation Prediction Using SVM Model

The measured data of 2011 from a PV power station was used as the original data. There are 12 solar cell arrays in the PV station and the 3rd array was chosen for this research. 24 radiation points were recorded in one day, and every point was the mean value of six data in one hour. Then, similar data of 10 days is selected from the data before the day to predict. The radiation of the previous day was used as the prediction input.

The SVM kernel function used in the model is RBF, as shown in equation (15):

\[
k(x, x_i) = \exp(-\frac{\|x - x_i\|^2}{2\sigma^2})
\]

Take data of the first 8 days as the training sample as shown in figure 6 and data of the last two days as the prediction sample.

Fig. 6 Training sample using same data

Fig. 5 Variation trend of radiation of similar days
Firstly, the data is normalized to the range $[0,1]$, and then solar radiation is forecasted by using SVM model. Finally, the forecasting radiation data is obtained after anti-normalization. Figure 7 shows the prediction results based on SVM and the prediction error is shown in table 1.

3.3 Solar Radiation Prediction Using Wavelet SVM Model

Radiation signal can be divided into low-frequency trend signal and high-frequency random signal using the wavelet decomposition technique as shown in figure 2. Different SVM models were set respectively using these signals as the input sample. Figure 8 shows the five prediction results of every SVM model. The final predicted radiation combining these five results is shown in figure 9 and the prediction error is shown in table 1.

3.4 Analysis of Simulation Results

Figure 6 shows the prediction result of the SVM method, of which the nRMSE is 13.70%, the MRE is 2.6439% and the MAE is 0.0804 $\text{kW/m}^2$. After adopting wavelet decomposition, the original solar radiation signal was decomposed into trend signal of low frequency band and random signal of high frequency band, so that the non-stationary of original data was reduced. What can be found from table 1 is that the nRMSE reduces from 13.70% to 6.69%, the MRE reduces from 2.6439% to 0.0780% and the MAE reduces from 0.0804 $\text{kW/m}^2$ to 0.0353 $\text{kW/m}^2$. It is apparent that the prediction accuracy of the model is obviously improved, which is of vital significance for applied engineering project.

4 Power prediction model

Solar radiation transforms to the output power through the solar cell panel. With the radiation being predicted, the output power will be obtained when the relationship between radiation and power is knowable. The power prediction model was set by using an actual power curve to establish the matching relation between the solar radiation and the output power.

Figure 10 shows the relationship between solar radiation and power of the 3rd solar cell array. It can be seen from the figure that there exists a certain linear relationship between them, which has a high correlation coefficient of 0.9674. However, there are also many abnormal points deviating from the linear relationship, which may be caused by the unusual weather or the acquisition system fault. Directly using the historical radiation and power data for modeling will inevitably reduces the prediction accuracy. Therefore, it is important to determine the corresponding relation between the input and output samples. The historical data was handled by the L’Hospital’s rule and the power curve is extracted from the
handled historical data for modeling and predicting the power generation. Fig. 11 shows the extracted actual power curve.

The extracted power curve was used to create the SVM model, which established the mapping function of radiation and power. Taking the predicted radiation as shown in Figure 7 as the input, the whole power prediction process will achieved. The final predicted output power is shown in Fig. 12, the error shown in Table 2.

![Predicted power based on the power curve](image)

**Table 2 Prediction error of output power**

<table>
<thead>
<tr>
<th>Method</th>
<th>nRMSE(%)</th>
<th>MRE(%)</th>
<th>MAE(KW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power curve</td>
<td>9.3</td>
<td>0.1608</td>
<td>1.1725</td>
</tr>
</tbody>
</table>

It can be seen from the results above that the power prediction effect using the power curve is satisfactory with the nRMSE of 9.3%, which can meet the demand of engineering application.

**Conclusion**

In this paper, a PV plant output power prediction method with high accuracy was proposed. Similar data was extracted from large amounts of historical data, which greatly increased the reliability between training sample and prediction data and enhanced the generalization capability of the model. Wavelet decomposition reduces the non-stationary of original data, fits the low frequency and high frequency character of radiation data well and improves the instantaneous of the algorithm. The prediction accuracy was highly improved by combining similar data and wavelet decomposition with SVM. An actual power curve was extracted from the handled historical data to set the power prediction model. The predicted power data shows that this method has high prediction accuracy and can meet the demand of engineering application. With the rapid development of PV power, this method will have high practical value in ensuring the stability of grid-connected PV power and increasing economic returns.
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