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Abstract. The article presents methods of improving speech processing based on phonetics and phonology of Polish language. The new presented 
method for speech recognition was based on detection of distinctive acoustic parameters of phonemes in Polish language. Distinctivity has been 
assumed as the most important selection of parameters, which have represented objects from recognized classes. Speech recognition is widely 
used in telecommunications applications.  
 
Streszczenie. W artykule zaprezentowano metody usprawnienia przetwarzania mowy wykorzystując do tego celu wiedzę z zakresu fonetyki I 
fonologii języka polskiego. Przedstawiona innowacyjna metoda automatycznego rozpoznawania mowy polega na detekcji akustycznych parametrów 
dystynktywnych fonemów mowy polskiej. O dystynktywności cech decydują parametry niezbędne do klasyfikacji fonemów. (Usprawnienie 
przetwarzania mowy w oparciu o fonetykę i fonologię języka polskiego). 
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Introduction 

Division of Telecommunication, a part of the Institute of 
Electronics Silesian University of Technology, for many 
years specializes in advanced fields of telecommunication 
engineering [1-6]. One of them is speech processing 
applications [7-9]. Main research areas on this field are: 
speech synthesis, speech recognition and speaker 
verification and identification systems. Typical speech 
processing applications are presented on Figure 1 [10]. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Speech processing application  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2. Structure of text-to-speech synthesis system 
 
Results of research on speech synthesis 

At present, the speech synthesis is widely used in many 
applications, the first of all in telecommunication [11-13]. In 

Institute of Electronics Silesian University of Technology 
ware developed two generation of speech synthesizer for 
polish based on TTS (Text to Speech) technology. Structure 
of TTS synthesis system is presented on Figure 2. 

The full TTS system converts an arbitrary ASCII text to 
speech. The first task of the system is to extract the 
phonetic components of the required message realized in 
text processing unit shown in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3. Structure of text processing unit 
 
The output of this stage is a string of symbols representing 
sound-units (phonemes or allophones), boundaries 
between words, phrases and sentences along with a set of 

prosody markers (indicating the speed of speech, the 
intonation etc.). The second part of the process is to match 
the sequence of symbols up with items stored in the 
phonetic inventory, link them together and send to a voice 
output device. This task is realized in speech processing 
unit shown on Figure 4. 
A combination of linguistic analysis must be done in the first 
stage which involves: converting abbreviations and special 
symbols (decimal points, plus, minus, etc.) to spoken form.  
 On Institute of Electronics, Silesian University of 
Technology was developed two generation of text-to-
speech synthesis system for polish. The first system was 
created to simulate the human vocal tract, dedicated for 
blind persons. System allows proper word pronunciation 
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and word stress by means of full phoneme transcription. 
Speech synthesis was made on the phoneme level. The 
next one is based on allophonic speech synthesis level. 
Allophonic speech synthesis quality is better than quality of  
phoneme speech synthesizer. This software provides 
natural-sounding, highly intelligible text-to-speech 
synthesis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4. Structure of speech processing unit 
 
Results of research on speech recognition 
 Speech recognition is a conversion from an acoustic 
waveform to a written equivalent of the message 
information [14]. The nature of speech recognition problem 
is heavily dependent upon the constraints placed on 
speaker, speaking situation and message context. Speech 
recognition process is realized in two steps presented on 
Figure 5  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5. Two steps of speech recognition process 
 
 In the first step speech signal is processed by 
phonemes recognition system. The result of this process is 
sequence of phonemes or allophones. This sequence is 
processed by phonemes to text conversion unit with 
elements of speech understanding system. Final result is 
this process is text. Detailed structure of speech recognition 
process is shown on Figure 6. 
The second major of research in speech communication 
applications is speech recognition and particularly 

improving speech recognition process of polish language 
using linguistic knowledge (phonetics and phonology) [15]. 
This idea is presented on Figure 7.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6. Detailed structure of speech recognition process 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7. Improving speech recognition process by using language 
knowledge 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.8. Multilayer speech recognition system with elements of 
speech understanding 
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 Improving speech recognition process is realized by 
using acoustic, phonetic, syntactic and semantic knowledge 
of polish language. Result of this research was creation of 
multilayer speech recognition system. Each layer realizes 
one step of speech recognition process. There are: acoustic 
layer, articulation layer, phonetic layer, syntactic layer, 
semantic layer and application layer. Model of multilayer 
speech recognition system is shown on Figure 8. 

The first acoustic layer provides physical parameters of 
speech. Second articulation layer provides vectors of 
distinctive parameters of speech. Phonetic layer on the 
basics of these vectors generates sequence of speech 
phonemes. Syntactic layer using dictionary of pronunciation 
rules provide orthographical notation of speech. Semantic 
layer establishes of meaning orthographical sequents of 
characters and provides sentences in polish language. Task 
of application layer depends on destination of speech 
recognition system. The new used method for speech 
recognition was based on detection of distinctive acoustic 
parameters of phonemes in polish language. Distinctivity 
has been assumed as a most important selection of 
parameters which have represented objects from 
recognized classes of phonemes.  

 
Improving recognition process of polish phonemes 

Phonemes are sound units determined meaning of 
words. Effective phonemes recognition, sound units of each 
language allow to effective recognizing continuous speech. 
Improving phonemes recognition process is possible using 
phonetics and phonology of polish language [16]. The new 
method of speech recognition was based on detection of 
distinctive acoustic parameters of phonemes in polish 
language. Each phoneme is specific by vector of distinctive 
parameters of speech signal. This vector has the form:  

 (1)                  ],,,[ SWCDMASAX   

where: SA – class of phoneme, MA – place of phoneme 
articulation feature, CD – additional feature of phoneme, SW 
– method of articulation. 
 

Table 1. The values of distinctive features and their meanings 
Distinctive 

feature 
Description Value Meaning 

SA 
Class of 

phoneme 

SA=1 stop/affricate phoneme 

SA=2 fricative phoneme 

SA=3 semi-fricative phoneme 

SA=4 vowel phoneme 

SA=5 nasal phoneme 

SA=6 retroflex phoneme 

SA=7 lateral phoneme 

SA=8 semi-vowel phoneme 

MA 
place of 

phoneme 
articulation 

MA=1 labial phoneme 

MA=2 labial-dental phoneme 

MA=3 dental phoneme 

MA=4 palatal phoneme 

MA=5 front part of tongue  
in articulation 

MA=6 middle part of tongue  
in articulation 

MA=7 rear part of tongue  
in articulation 

CD 
additional 
feature of 
phoneme 

CD=0 no feature 

CD=1 high position of tongue  
in articulation 

CD=2 low position of tongue  
in articulation 

SW 
method of 
articulation 

SW=0 no feature 

SW=1 voiced phoneme 

SW=2 unvoiced phoneme 

Table 2. Set of distinctive parameters of polish phonemes with 
articulation probability and number of distinctive parameters 
required to recognize each phoneme 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The first distinctive parameter means class of phoneme. 
Second means place of phoneme articulation. Last two 
parameters are: additional feature and method of phoneme 
articulation. The values of distinctive features and their 
meaning are presented on Table 1. 
For the physical parameters of the speech signal used in 
the extraction of distinctive features include: 
 formants frequency, 
 relative amplitudes of formants, 
 anti-formants frequency, 
 fundamental frequency of laryngeal tone F0, 
 waveform amplitude envelope or energy, 
 extracted waveforms in the frequency domain 

parameters such as fundamental frequency of laryngeal 
tone and trajectory of formants, 

 spectrograms and sonograms of the speech signal. 
Average number of distinctive parameters required to 

recognize one phoneme equals 2.71, and was estimate 
using formula (2): 
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(2)          71,2
37
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where: N ─ average number of distinctive parameters of 
speech, M ─ number of phonemes, pk ─ probability of k-th ─ 
phoneme articulation , Nk ─ number of distinctive 
parameters required to recognize k-th phoneme. 
Set of polish phonemes is presented on Table 2 and Table 
3 presents set of distinctive parameters of Polish phonemes 
with articulation probability. 
 
Examples of language processing in Polish 

We can distinguish two very important tasks in Polish 
language processing: 
 text-to-phoneme and phoneme-to-speech conversions 

in speech synthesis and 
 speech-to-phoneme and phoneme-to-text conversion in 

speech recognition process. 
The letter-to-phoneme conversion changes ASCII text 
sequences to phoneme sequences. The phoneme-to-letter 
conversion performs reverse operations. It is based on 
implementation and employment of rule-based system and 
the dictionary for exceptions. This is very crucial fragment of 
the code within the entire speech processing software. 
Pronunciation of Polish language words is not very 
complicated. 
 

Table 3. Set of polish phonemes  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Even though the letter-to-phoneme conversion has more 
than 90 pronunciation rules, which requires an exception 
dictionary. Each phoneme is actually represented by a 
structure that contains a phonemic symbol and phonemic 
attributes that include duration, stress, and other proprietary 
tags that control phoneme synthesis.  

This scheme is used for handling allophonic variations 
of a phoneme. The term phoneme refers either to this 
structure or to the particular phone specified by the 
phonemic symbol in this structure. Figure 9 and Figure 10 
present examples of this process. 
 
Summary 

The research on speech recognition is continued. At 
present efforts concentrate in creation efficient speech 

recognition system based on multilayer speech recognition 
model using distinctive parameters of speech. The second 
major of effort is creation speaker verification and 
identification system and implement some speaker 
identification algorithms in speech recognition system. 
Future goal of research is construction of full speech dialog 
system with elements speech understanding based on 
artificial intelligence technology. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Example of Text-to-Speech Conversion 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Example of Speech-to-Text Conversion 
 

Knowledge and experience in the field of speech 
processing can also be used in development of automatic 
speech translation systems. Automatic speech translation is 
the process by which conversational spoken phrases are 
instantly translated and spoken aloud in a second language. 
It is a technology enables speakers of different languages 
to communicate [17-19].  Automatic speech translation 
systems can play a critical role on empowering people to 
communicate with speakers of a different language and to 
access or present information in a cross-lingual way. 
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