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Abstract. The use of automatic feature selection and state classification of power transformer has been proposed in this research. The experimental 
studies were carried out on real data. Feature selection was performed using the CFS, InfoGain and ReliefF methods. The classification was carried 
out using C4.5, k-NN, SMO and AdaBoost algorithms. Experimental studies have proved that the automatic classification allows to obtain results 
comparable to the classification carried out by experts - regardless of the method the number of cases correctly classified  was above 90%.  
  
Streszczenie. W ramach niniejszej pracy zaproponowane zostało zastosowanie selekcji cech i automatycznej klasyfikacji stanu transformatora 
energetycznego. Badania przeprowadzone zostały na rzeczywistych danych. Selekcję cech przeprowadzono z zastosowaniem metod CFS InfoGain 
i ReliefF. Proces klasyfikacji przeprowadzony został za pomocą algorytmów C4.5, k-NN, SMO i AdaBoost. Badania eksperymentalne wykazały, że 
automatyczna klasyfikacja danych pozwala na uzyskanie rezultatów porównywalnych do klasyfikacji przeprowadzonej przez ekspertów - niezależnie 
od zastosowanej metody liczba przypadków zaklasyfikowanych poprawnie wyniosła powyżej 90%. (Techniki selekcji cech i automatycznej 
klasyfikacji w procesie oceny stanu transformatora energetycznego).  
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Introduction  
 The failure of power transformer causes the sequence 
of events within the device. These events are in turn 
associated with a number of the signals collected from the 
measuring devices. As a result we obtain a considerable 
amount of measurement data that need to be analyzed in 
order to assess the type, location and degree of abnormal 
operation of the transformer.  

Most of the interpretative analysis is performed based 
on the knowledge of experts whose experience points how 
changes in the measurement parameters affect the state of 
the transformer. The most important and most difficult step 
in the implementation of these solutions is to transform the 
knowledge of experts into the appropriate decision rules 
and to define the membership function. The diagnosis 
posed as a result of expert systems require completeness 
of representation of the knowledge gathered by the system. 

For the assessment of the device state, the analysis 
covers a range of measured values derived from sensors. 
The total number of parameters usually exceeds 100, often 
even 200. The reduction of dimensionality of the data allows 
for a faster assessment of the condition and diagnosis for 
the analyzed object. The reduction can be carried out both 
by the techniques of data extraction and feature selection 
[1]. 

Feature extraction is the transformation process that 
projects the set of all input features onto a space of lower 
dimension. Feature selection means choosing a subset of 
the original feature set based on a metric that usually refers 
to the quality of data. Selecting a subset of all available 
features before applying learning algorithm, is a common 
technique for simplifying or speeding up computations [2].  

The use of the classification in the assessment of power 
transformer state allows you to automate the process of 
monitoring its condition. It provides support for the 
transformer station service stuff, as it allows for the concise 
results of the classification status of the device without the 
need for analyzing large amounts of measurement data and 
associated messages. 

In this paper the use of automated classification of a 
power transformer state has been proposed as an 
alternative to previously implemented expert system. An 
important initial step in the analysis is the process of 
automated feature selection in order to reduce the 

dimension of the input data. The tests were carried out on 
real data gathered from the transformer station in Piotrkow. 
The remainder of this paper is organized as follows. Section 
2 presents literature review concerning data mining 
techniques applied in the analysis of the states of power 
transformers. Next section concerns the description of the 
proposed methodology. In Section 4 we describe the 
studies that were conducted. We introduce data collected 
for this application and discuss the results. Finally, in 
Section 5 we draw the conclusions.  
 

Related Works 
 The assessment of the state of power transformer is a 
very important issue, affecting daily functioning of every 
person and all branches of the economy. Therefore many 
researches are taken to improve the functionality of the 
systems supporting service transformer stations and 
facilitating the process of analyzing signals from various 
devices. 

In [3] the state-of-the-art methods of diagnostics of 
power transformers and fault detection were presented. The 
research reviewed computational intelligence (CI) 
approaches for oil-immersed power transformer 
maintenance reported in international journals including 
automatic classification methods with particular emphasis 
on support vector machine classifier (SVM) and k nearest 
neighbor (kNN) classification. 

The research described in [4] investigated the benefits 
of using feature selection based on mutual information in 
power system state classification with machine learning. In 
the paper, the AdaBoost algorithm was used for 
classification based on large training datasets and feature 
selection was applied in order to reduce their 
dimensionality. The feature selection was implemented as a 
filter in the pre-processing stage of AdaBoost and used 
genetic algorithms to perform the search with the fitness 
function computed based on mutual information. The 
number of features chosen in the selection process was 
about 60% of the initial set of all attributes, which in turn 
reduced the calculation time by 22%. 

The authors of [5] used Supporting Vector Machine 
(SVM) to solve the problem of multi-classification for small 
number of samples and non-linear data in transformer oil 
chromatography fault diagnosis. They proposed to use 
genetic algorithm (GA) to select SVM.   
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Methodology  
 The power transformer state assessment is carried out 
based on a series of measurements, which are 
interconnected with particular dependencies and have to 
give a snapshot of the diagnosed object. The device state 
monitoring systems are mainly based on the expert 
knowledge, which allows for building the appropriate 
diagnostic rules. The project and implementation of such a 
system were the subject of our previous work described in 
[6, 7], and its logical structure is shown in Fig. 1.  
 

 
Fig. 1. The logical structure of the transformer state monitoring 
system [7]. 
 

The data mining techniques enable to automate some 
steps of data analysis or allow them to improve. The data 
mining can be defined as the process of selection, 
screening and modeling of large data sets in order to 
provide useful results of the final analysis [8]. Depending on 
the purpose of the exploration process, it is necessary to 
choose the appropriate method of exploratory data analysis.  

In this paper we propose the use of automatic 
classification as an alternative to expert rules. In order to 
improve the classification, feature selection is performed as 
a preliminary step of analysis. The diagram of the proposed 
monitoring system incorporating feature selection and 
classification is shown in Fig. 2. 
 

 
Fig. 2. The diagram of the monitoring system incorporating feature 
selection and classification [Source: Own work]. 
 
According to the proposed methodology (Fig. 2), the first 
step in the process of the transformer state assessing is the 
data preprocessing by the reduction of the input data using 
extraction (transformation). It involves the projection of input 
data onto the space of lower dimension, thereby speeding 
up the process of analysis. The most commonly used 
feature extraction methods include the Principal Component 
Analysis (PCA) and the Independent Component Analysis 
(ICA) [1]. In our proposed solution the goal of the 
transformation is to remove these features from an input set 

of all parameters that are not informative for the transformer 
state changes in the training set. 
In the next step (Fig. 2) feature selection is performed. 
Feature selection process is to extract such a subset S of 
all available parameters D, which best represents the entire 
data collection and do not adversely affect the informativity 
of data and the accuracy of the calculations. Choosing the 
right method of feature selection is a crucial problem for the 
further analysis. The literature sources describe various 
algorithms and do not allow to draw conclusions for the 
ranking of solutions. It is also not possible to determine 
which method is best to keep in a specific case. Therefore it 
is necessary to compare the methods in particular 
applications, since different methods give good results for 
some data sets, but for other data may be much less 
suitable [9].  
The classification of a transformer state - the third step (Fig. 
2) - may relate to distinguish two classes: safe / unsafe or 
more classes, for example, extraction four states: normal, 
warning, alarm and emergency. Regardless of the number 
of these classes, the task of automatic classification 
techniques is to convert the input data, to summarize their 
characteristics, and identify key information related to 
operating conditions [10, 11]. The choice of an appropriate 
automatic classification algorithm, as in the case of 
automatic selection of data, usually results from empirical 
studies [4]. 
 
Experimental Analysis and Results   
 The experimental studies were conducted for the data 
collected from the diagnostic for the state of power 
transformers operating at the station in Piotrków [6]. In the 
previous solution the assessment of the state was based on 
expert knowledge and the process of the analysis took into 
account all the parameters obtained from the sensors and 
dissolved gas analysis (DGA). 
The experimental studies aimed at:  
 verifying the efficacy of the use of automatic 

classification for a state of a transformer as an 
alternative to the previously implemented expert system,  

 extracting such subset of attributes from the whole set of 
gathered parameters that identifies a group of devices in 
a particular state,  

 identifying the best pairwise combination of algorithms 
for feature selection and classification dedicated to the 
data from the real-source transformer station. 

The input set of data consisted of 2172 cases described 
using 172 attributes. As a result of preprocessing, the 
attributes that were not related to the classification of a 
state of a transformer have been removed. Consequently 
the data set was limited to 82 attributes describing the state 
of the transformer.  
The feature selection was carried out using the following 
methods: 
 correlation- based feature selection (CFSSubsetEval - 

CFS and  CorrelationAttributeEval - CAE algorithms), 
 information-gain (InfoGain), 
 ReliefF. 
The classification process was performed using four 
specified algorithms: 
 J48 (C4.5), 
 K-nearest neighbors (IBk), 
 sequential minimal optimization (SMO), 
 AdaBoost. 
The goal of the classification was to distinguish one of the 
four states of power transformer condition: normal, warning, 
alarm and emergency. 
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All experiments were conducted using Weka data 
mining tools by Machine Learning Group at the University of 
Waikato [12, 13]. 

The evaluation of the efficacy of each pairwise 
combination of feature selection algorithms and 
classification algorithms was based on the following criteria: 
accuracy, sensitivity (recall = true positive rate), specificity, 
false positive rate (FP rate), precision, root mean square 
error and number of features. Most of these factors are 
dependent on the ratio between correctly classified cases in 
comparison to the model results.  
These cases can constitute four types of collections:  
 TP (True Positives) - cases correctly classified by the 

algorithm as positive results,  
 FP (False Positives) - cases incorrectly classified by the 

algorithm as positive results,  
 TN (True Negatives) - cases correctly classified by the 

algorithm as negative results,  
 FN (False Negatives) - cases incorrectly classified by 

the algorithm as negative results.  
As a preliminary step of the analysis and the point of 

reference for later use of feature selection, we carried out 
the classification using the whole set of attributes, without 
excluding any of them from the process of analysis. The 
results are summarized in Table 1. 
 
Table 1. The results of classification methods using all features. 

Method Precision Recall RMS Error Time to 
build (s) 

C4.5 0.888 0.923 0.1765 0.87 
k-NN 0.904 0.914 0.145 0.01 
SMO 0,858 0,905 0.3255 9.49 
Ada 

Boost 
0.811 0.901 0.2275 0.38 

 

To summarize the values of precision values (column 
2.), recall (column 3.) and the mean square error (column 
4.) shown in Table 1, we can conclude that the best results 
were obtained for classification using k-NN. Moreover, this 
method required a very short calculation time - in 
comparison to the SMO method, the difference was 
significant (0.01 vs. 9.49).  

The results of classifications using different methods, 
taking into account the preceding feature selection are 
presented in Table 2. (CFS selection), Table 3. (CAE 
selection), Table 4. (Infogain algorithm) and Table 5. 
(ReliefF algorithm). The tables consists of five columns 
which represent: the name of the method of classification, 
accuracy, recall, mean square error and computation time.  

It is worth to remark that the subsets of features formed 
by the different feature selection algorithms were partially 
disjoint, that means methods indicated various attributes, 
both in terms of their importance, as well as their number: 
from 9 attributes for  CFS feature selection, by 11 attributes 
for CAE algorithm and 18 parameters for InfoGain method 
up to 37 features selected by ReliefF algorithm.  
 
Table 2. The results of classification methods after CFS feature 
selection (No of features = 9). 

Method Precision Recall RMS Error Time to 
build 

C4.5 0,870 0,909 0.1961 0.07 
k-NN 0,901 0,912 0.1448 < 0.01 
SMO 0,811 0,901 0.3266 0.66 
Ada 

Boost 
0,811 0,901 0.2275 0.06 

 

Table 3. The results of classification methods after CAE feature 
selection (No of features = 11). 

Method Precision Recall RMS Error Time to 
build 

C4.5 0,879 0,917 0.1848 0.11 
k-NN 0,900 0,911 0.1456 < 0.01 
SMO 0,864 0,906 0.3257 0.66 
Ada 

Boost 
0,811 0,901 0.2166 0.06 

 

Table 4. The results of classification methods after InfoGain feature 
selection (No of reatures = 18). 

Method Precision Recall RMS Error Time to 
build 

C4.5 0,870 0,912 0.1945 0.23 
k-NN 0,899 0,911 0.1479 < 0.01 
SMO 0,811 0,901 0.3266 1.43 
Ada 

Boost 
0,811 0,901 0.228 0.07 

 

Table 5. The results of classification methods after ReliefF feature 
selection (No of features = 37). 

Method Precision Recall RMS Error Time to 
build 

C4.5 0,883 0,914 0.1854 0.24 
k-NN 0,902 0,913 0.1444 < 0.01 
SMO 0,827 0,899 0.3261 4.78 
Ada 

Boost 
0,811 0,901 0.2275 0.1 

 
The case study results shown in Tables 2.-5. in respect 

to the objectives proved that the automatic classification of 
data allows to obtain results comparable to the classification 
carried out by experts - regardless of the method the 
number of cases classified correctly was above 90%. Use 
of data selection as a preliminary stage of the classification 
process has not affected the accuracy of classification. Still 
more than 90% of the cases was classified in accordance 
with the guidelines of the experts. Slightly lower (89.90%) 
results were obtained only for a pairwise combination of 
selection performed by ReliefF and SMO classification 
algorithm. It is also worth noting that regardless of the 
feature selection algorithm, the best results were obtained 
using the k-NN method of classification (IBk algorithm). 
 
Conclusions 
 The research described in the paper proved the efficacy 
of the proposed methodology. The assessment of the state 
of the transformer carried out by automatic methods 
provided the correct classification results in over 90% of 
cases. The analyzed space of attributes was automatically 
reduced by feature selection methods, which had a positive 
effect on the time of analysis without any loss arising from 
lack of messages about changes in the state of the 
transformer.  

Further work will be associated with the use of other 
data mining techniques aimed at more efficient analysis of 
the collected data, primarily related to the selection of 
features and classification. In particular, it is worth 
considering the use of genetic algorithms, which according 
to the literature review, can give good results [14, 15, 16]. 
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