A Sparse Sampling Approach to Dynamic Sub-Cycle Decomposition of Apparent Power in General Polyphase Networks

Abstract. We present a dynamic decomposition of apparent power in a polyphase network, based on measurements taken within a portion of a single cycle of the ac fundamental. We show that two time samples suffice for a definition that provides an attractive trade-off between computational cost and dynamic performance. The sub-cycle (or near-instantaneous) metrics that we introduce connect the time- and frequency-domain approaches in a natural way, and address the key weaknesses of the existing instantaneous decompositions. Furthermore, our power metrics are amenable to refinements via symmetrical components, thus connecting with concepts commonly used in system protection. We illustrate the sub-cycle decomposition via two polyphase examples: one of conceptual interest, the other an actual industrial voltage sag event.
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Introduction

The importance of AC devices and systems in all areas of electric energy generation, transmission and conversion naturally raises questions about characterization of their operating regimes. With the persistent increase in control bandwidths brought about by the power electronics, it has become important to develop fast-varying metrics that can capture both transient and steady-state behavior.

In this paper we aim to address some of the weaknesses of commonly used concepts of instantaneous reactive power. The instantaneous facet (single sample, possibly vector in the case of polyphase systems) has the weakness of insufficient information [1]. For example, even a sinusoid of known frequency requires two parameters for a complete characterization (e.g., magnitude and phase), and the two can not be resolved from a single data point. Thus, for example, the standard instantaneous reactive power [2] can not be defined for single phase systems. In the case of vector measurements, there is more information present, but a polyphase system requires more parameter estimates in general (i.e., without simplifying assumptions like balancedness and known frequency content). The other key weakness is that in the case of general polyphase systems there exist more than one scalar instantaneous reactive power, which can best be seen from geometric algebra [3].

We are interested in solutions that are based on a few samples (hence the “sparse sampling” label) and in solutions that do not require a full cycle (or period) record of the AC waveform. It will turn out that the class of solutions that we propose bridges the time and frequency domains in the sense that we use as few as only two samples in the time domain, but our sampling policy is informed by knowledge of the fundamental frequency of the AC waveform.

The concept that we advance in this paper has connections with approaches based on derivatives or integrals of currents and voltages that have been described in papers such as [4, 5, 6]. This can be seen most directly in the case of a sinusoidal waveform, where a quarter-period time-shift corresponds to a (signed) derivative or integral.

By using a small number of time-domain samples we also bridge the gap between the purely-instantaneous (single-sample) power metrics of [2] and the 7/11-component dynamic decomposition of [7], which relies on a full-cycle (sliding-window) record of voltage and current waveforms. Thus, the approach we propose here provides a flexible trade-off between computational cost, which increases with the number of time-domain samples used, and the attendant improvement in quality of the resulting dynamic power metrics.

We demonstrate in this paper that a very significant improvement in the quality of dynamic power metrics, as compared with the purely-instantaneous metrics of [2], can be achieved by using just two time-domain samples of the (polyphase) voltage and current waveforms. The information contained in two samples of any n-phase waveform allows us to construct a dynamic n-phase complex phasor, resulting in a one-to-one correspondence between the time and frequency domains (see eq. (1) below). The constructed (polyphase) voltage and current phasors are then used to obtain a dynamic 4-component decomposition of apparent power. In addition, we are also able to decompose our dynamic sub-cycle real and reactive power metrics into their symmetrical sequence components.

Sub-Cycle Dynamic Phasors

Given any polyphase (row-vector) waveform \( x(t) \) we define a Sub-Cycle (or near-instantaneous) dynamic phasor \( \hat{X}_1(t) \), viz.,

\[
\hat{X}_1(t) \overset{\text{def}}{=} \frac{1}{\sqrt{2}} e^{-j\omega t} \left[ x(t) + jx(t - \frac{T}{4}) \right]
\]

where \( \omega = \frac{2\pi}{T} \) denotes the steady state fundamental frequency. Observe that, as a consequence of (1)

\[
x(t) = \sqrt{2} \Re \left\{ \hat{X}_1(t) e^{j\omega t} \right\}
\]
as well as
\[
\left\| \hat{X}_1(t) \right\|^2 \overset{\text{def}}{=} \hat{X}_1(t) \hat{X}_1^H(t) = \frac{1}{2} \left[ x(t) x^T(t) + x(t - \frac{T}{4}) x^T(t - \frac{T}{4}) \right] \]
\[
= X_{\text{rms}}^2(t)
\]

We can now apply these concepts to any given pair of polyphase voltage and current waveforms, resulting in an associated sub-cycle dynamic voltage phasor \( \hat{V}_1(t) \) and a sub-cycle dynamic current phasor \( \hat{I}_1(t) \). In addition to the rms relations
\[
V_{\text{rms}}^2(t) \overset{\text{def}}{=} \left\| \hat{V}_1(t) \right\|^2 = \frac{1}{2} \left[ v(t) v^T(t) + v(t - \frac{T}{4}) v^T(t - \frac{T}{4}) \right]
\]
\[
P(t) \overset{\text{def}}{=} \Re \left\{ \hat{V}_1(t) \hat{I}_1^H(t) \right\}
\]
\[
Q(t) \overset{\text{def}}{=} \Im \left\{ \hat{V}_1(t) \hat{I}_1^H(t) \right\}
\]
and observe that
\[
P(t) = \frac{1}{2} \left[ p(t) + p(t - \frac{T}{4}) \right]
\]
The 2-sample averaging operation removes fluctuations of \( p(t) \) caused by the fundamental harmonic of the voltage and current.

Similarly, we observe that
\[
Q(t) = \frac{1}{2} \left[ (v(t - \frac{T}{4}) i^T(t) - v(t) i^T(t - \frac{T}{4}) \right]
\]
\[
= \frac{1}{2} \left[ v(t) v(t - \frac{T}{4}) \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} [i(t) i(t - \frac{T}{4})]^T \right]
\]

Sub-Cycle Four-Component Decomposition of Apparent Power
The sub-cycle apparent power is defined as
\[
S(t) \overset{\text{def}}{=} V_{\text{rms}}(t) I_{\text{rms}}(t) \overset{\text{def}}{=} \left\| \hat{V}_1(t) \right\| \left\| \hat{I}_1(t) \right\|
\]
and it follows from the Cauchy-Schwarz inequality that
\[
S^2(t) - \left[ P^2(t) + Q^2(t) \right] \overset{\text{def}}{=} \left\| \hat{V}_1(t) \right\|^2 \left\| \hat{I}_1(t) \right\|^2 - \left\| \hat{V}_1(t) \hat{I}_1^H(t) \right\|^2 \geq 0
\]
This gap can be decomposed into a sum of (squares of) two components that describe the load imbalance among phases. To this end, define an equivalent polyphase admitance
\[
G(t) - jB(t) \overset{\text{def}}{=} \frac{\hat{I}_1(t)}{\hat{V}_1(t)}
\]
where the ratio of two (row) vectors is defined in terms of element-wise division (same as \( \hat{I}_1(t)/\hat{V}_1(t) \) in MATLAB).

The gap \( S^2(t) - \left[ P^2(t) + Q^2(t) \right] \) is directly related to the fact that the elements of \( G(t) - jB(t) \) are not necessarily equal to each other.

Borrowing from the theory of statistics, we now introduce the weighted mean operation \( \mathcal{M}_w \) for any (row) vector \( X = \{ x_k \} \), viz.,
\[
\mathcal{M}_w X \overset{\text{def}}{=} \sum_k w_k x_k
\]
where the real-valued, non-negative coefficients \( w_k \) serve as (relative) weights, and \( \sum_k w_k = 1 \).

To capture the variation (across phases) of the elements of \( G(t) \) and \( B(t) \), we define the time-varying weights
\[
w_k(t) \overset{\text{def}}{=} \frac{1}{V_{\text{rms}}^2(t)} \left| \hat{V}_1(k)(t) \right|^2
\]
and observe that, as a result of our definition of \( \mathcal{M}_w \),
\[
\mu_g(t) \overset{\text{def}}{=} \mathcal{M}_w G(t) = \frac{P(t)}{V_{\text{rms}}^2(t)}
\]
\[
\mu_b(t) \overset{\text{def}}{=} \mathcal{M}_w B(t) = \frac{Q(t)}{V_{\text{rms}}^2(t)}
\]
Notice that in our case the weighted mean \( \mathcal{M}_w \) is a time-variant operator, since it uses a set of time-varying weights. A well-known result from statistics [8] states that for any (row) vector \( X \)
\[
\mathcal{M}_w X^2 = \mathcal{M}_w \left( X - \mu_X \right)^2 + \mu_x^2
\]
where \( \mu_x \overset{\text{def}}{=} \mathcal{M}_w X \) is the mean value of the elements of \( X \). Here \( \mathcal{M}_w X \) is the (same as in MATLAB).

We can also define
\[
\sigma_g^2(t) \overset{\text{def}}{=} \mathcal{M}_w \left( G(t) - \mu_g(t) \right)^2
\]
\[
\sigma_b^2(t) \overset{\text{def}}{=} \mathcal{M}_w \left( B(t) - \mu_b(t) \right)^2
\]
so that
\[
\mathcal{M}_w G^2(t) = \mu_g^2(t) + \sigma_g^2(t)
\]
\[
\mathcal{M}_w B^2(t) = \mu_b^2(t) + \sigma_b^2(t)
\]
The definition of \( G(t) - jB(t) \) implies that
\[
\left\| \hat{I}_1(t) \right\|^2 = V_{\text{rms}}^2 \left[ \mathcal{M}_w G^2(t) + \mathcal{M}_w B^2(t) \right]
\]
and, consequently,
\[
S^2(t) = V_{\text{rms}}^2 \left[ \mu_g^2(t) + \sigma_g^2(t) + \mu_b^2(t) + \sigma_b^2(t) \right]
\]
\[
= P^2(t) + N_g^2(t) + Q^2(t) + N_b^2(t)
\]
where we define

\[ N_g(t) \overset{\text{def}}{=} \sigma_g(t) V_{\text{rms}}^2(t) \]

\[ N_b(t) \overset{\text{def}}{=} \sigma_b(t) V_{\text{rms}}^2(t) \]

and recall that

\[ P(t) = \mu_g(t) V_{\text{rms}}^2(t) \]

\[ Q(t) = \mu_b(t) V_{\text{rms}}^2(t) \]

In summary, the introduction of the sub-cycle dynamic phasors makes it possible to construct the 4-component decomposition (14) of the sub-cycle apparent power \( S(t) \).

**Examples**

**Example 1: RLC load** – consider a three phase system, driven by balanced fundamental and fifth harmonic voltages, with magnitudes 1 and 0.1, respectively. The load consists of a resistor in phase “a”, an inductor in phase “b”, and a capacitor in phase “c”, each drawing a unit magnitude current at the fundamental harmonic. The corresponding voltage and current phasors are summarized in Table 1.

<p>| Table 1. Voltage and current phasors |</p>
<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_a^{(p)} )</td>
<td>1</td>
<td>( e^{-j2\pi/3} )</td>
</tr>
<tr>
<td>( V_b^{(p)} )</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>( I_1^{(p)} )</td>
<td>1</td>
<td>( e^{j5\pi/6} )</td>
</tr>
<tr>
<td>( I_5^{(p)} )</td>
<td>0.1</td>
<td>0.02</td>
</tr>
</tbody>
</table>

The sub-cycle power components \( P(t), Q(t), N_g(t), N_b(t) \) for this example are shown in Fig. 1 (solid red line). For comparison, we include also the instantaneous (Akagi-Nabae) \( p(t) \) and \( q(t) \), shown by dashed line in Fig. 1. Notice that most of the fluctuation in \( p(t) \) and \( q(t) \) is eliminated by our 2-sample averaging technique. In fact, it can be shown that when the 5th harmonic component is absent from the voltage and current waveforms, our four sub-cycle components become time-invariant (see solid red line in Fig. 2). In contrast, the instantaneous \( p(t) \) and \( q(t) \) – shown by the dashed line in Fig 2 – still fluctuate with (essentially) the same range of values as in Fig 1.

Moreover, the cycle-averaged values of the sub-cycle \( P(t) \) and \( Q(t) \) of Fig. 1 coincide with the values obtained from the full-cycle 7/11-component decomposition of [7] (shown in Table 2). The sliding-cycle averages of the sub-cycle \( N_g(t), N_b(t) \) of Fig. 1 are also close to the full-cycle \( N_g, N_b \) values of Table 2.

**Example 2: Industrial voltage sag event** – we now consider a set of data recorded in a paper plant during an outage described in [9] (the data was graciously provided to us by the authors).

The four sub-cycle power components are shown in Fig. 3 (solid red line), with the instantaneous \( p(t) \) and \( q(t) \) indicated by a blue dashed line. Again we notice drastic reduction of the fluctuations in \( p(t), q(t) \) achieved by our 2-sample averaging. Notice that in this example the plots use a scale factor of \( 10^{-3} \), so that \( P(t) \) is in [kW], \( Q(t) \) is in [kVAR], and \( N_g(t), N_b(t) \) are in [kVA].

These results should be compared with the (much smoother) dynamic real and reactive (Budeanu) power obtained from the full-cycle 7/11-component decomposition (Fig. 4, top two plots). Notice that \( P(t) \) and \( Q(t) \) of Fig. 3 fluctuate almost exactly around the values shown in Fig. 4. In contrast, the sub-cycle \( N_g(t) \) and \( N_b(t) \) differ significantly from their full-cycle counterparts in Fig. 4. A better match can be achieved by increasing the number of samples used (e.g., to 4 samples).

**Symmetrical Sequence Components for the Sub-Cycle \( P(t), Q(t) \)**

Symmetrical power components (of the full-cycle real power \( P \)) are a standard way to describe unbalanced operation and faults in three-phase systems [10]. We propose here to apply a similar split for the sub-cycle \( P(t) \) and \( Q(t) \) of (3).

The symmetrical sequence components of the dynamic phasors \( \tilde{V}_1(t) \) and \( \tilde{I}_1(t) \) in a 3-phase system are obtained by applying the unitary transformation

\[ \begin{bmatrix} \tilde{V}_0(t) \\ \tilde{V}_+(t) \\ \tilde{V}_-(t) \end{bmatrix} \overset{\text{def}}{=} \tilde{V}_1(t) \hat{W} \quad \begin{bmatrix} \tilde{I}_0(t) \\ \tilde{I}_+(t) \\ \tilde{I}_-(t) \end{bmatrix} \overset{\text{def}}{=} \tilde{I}_1(t) \hat{W} \]

where we define \( \hat{W} = \frac{1}{\sqrt{3}} \begin{bmatrix} 1 & 1 & 1 \\ 1 & \alpha & \alpha^* \\ 1 & \alpha^* & \alpha \end{bmatrix}, \alpha \overset{\text{def}}{=} e^{j2\pi/3} \).

Next we can express the quantity \( \tilde{V}_1(t) \tilde{I}_1(t)^H \), used to determine both \( P(t) \) and \( Q(t) \), in terms of the voltage and current symmetrical sequence phasors, viz.,

\[ \begin{bmatrix} \tilde{V}_0(t) \\ \tilde{V}_+(t) \\ \tilde{V}_-(t) \end{bmatrix} \begin{bmatrix} \tilde{I}_0(t) \\ \tilde{I}_+(t) \\ \tilde{I}_-(t) \end{bmatrix}^H = \left[ \begin{bmatrix} \tilde{V}_0(t) \\ \tilde{V}_+(t) \\ \tilde{V}_-(t) \end{bmatrix} \begin{bmatrix} \tilde{I}_0(t) \\ \tilde{I}_+(t) \\ \tilde{I}_-(t) \end{bmatrix}^H \right]^H \]

where we used the property \( \hat{W} \hat{W}^H = I \). Splitting this expression into contributions from individual sequence components, we obtain additive decompositions for \( P(t) \) and \( Q(t) \), viz.,

\[ P(t) = P_0(t) + P_+(t) + P_-(t) \]

\[ Q(t) = Q_0(t) + Q_+(t) + Q_-(t) \]

where

\[ P_0(t) = \Re \left\{ \tilde{V}_0(t) \tilde{I}_0^H(t) \right\} \]

\[ P_+(t) = \Re \left\{ \tilde{V}_+(t) \tilde{I}_+^H(t) \right\} \]

\[ P_-(t) = \Re \left\{ \tilde{V}_-(t) \tilde{I}_-^H(t) \right\} \]

\[ Q_0(t) = \Im \left\{ \tilde{V}_0(t) \tilde{I}_0^H(t) \right\} \]

\[ Q_+(t) = \Im \left\{ \tilde{V}_+(t) \tilde{I}_+^H(t) \right\} \]

\[ Q_-(t) = \Im \left\{ \tilde{V}_-(t) \tilde{I}_-^H(t) \right\} \]
Fig. 1. Example 1 (with 1st and 5th harmonics): sub-cycle power components (solid red line) vs. instantaneous power components (dashed blue line).

Fig. 2. Example 1 (with 1st harmonic only): sub-cycle power components (solid red line) vs. instantaneous power components (dashed blue line).
Fig. 3. **Example 2**: sub-cycle power components (solid red line) vs. instantaneous power components (dashed blue line).

Fig. 4. **Example 2**: non-vanishing $7/11$ power components (solid green line).
This means that the 4-component decomposition (14) consists, in fact, of eight components, viz.,

\[ S^2(t) = (P_+(t) + P_-(t) + P_0(t))^2 + N_2^2(t) \]
\[ + (Q_+(t) + Q_-(t) + Q_0(t))^2 + N_2^2(t) \]

The positive and negative sequence components of \(P(t)\) and \(Q(t)\) are shown in Fig. 5: the zero sequence components are negligible in this case. Notice that both \(P_-(t)\) and \(Q_-(t)\) provide an indication of the event duration (between 0.18 sec and 0.27 sec). Similar observations were made in [7] about the full-cycle counterparts of these negative sequence components.

Concluding Remarks
We constructed a dynamic decomposition of apparent power in a polyphase network, that uses two samples separated by a quarter cycle. The resulting power metrics offer an attractive trade-off between performance and cost: they exhibit significantly smaller temporal fluctuation than the standard (Akagi) instantaneous real and reactive power metrics, while requiring only a modest increase in computational effort. Our construction of dynamic sub-cycle power metrics relies on knowledge of the cycle length \(T\). In practice, this quantity (like any estimated parameter) can only be known with finite precision. This means that the time-domain expression (4b) for \(P(t)\) is replaced by

\[ P(t) = \frac{1}{2} \left[ p(t) + p(t - \Delta) \right] \]

where \(\Delta = \frac{T}{4}(1 + \varepsilon)\), and \(\varepsilon\) represents the relative error in \(T\). Nevertheless, the local (sliding window) average of \(P(t)\) is essentially unaffected by the value of \(\varepsilon\) for periodic voltages and currents, and the same holds even in the presence of slow transients. The primary impact of the cycle-length error is on the temporal fluctuation of \(P(t)\) around its local average, and this effect increases monotonically with the magnitude of \(\varepsilon\). In particular, it can be shown that the relative error in \(P(t), Q(t)\) for sinusoidal voltages and currents is (approximately) proportional to \(\varepsilon\).
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