Kaldi Toolkit in Polish Whispery Speech Recognition

Abstract. In this paper, the automatic speech recognition task has been presented. Used toolkits, libraries and prepared speech corpus have been described. The obtained results suggest, that using different acoustic models for normal speech and whispered speech can reduce word error rate. The optimal training steps has been also selected. Thanks to the additional simulations it has been found that used corpus (over 9 hours of normal speech and the same of the whispery speech) is definitely too small and must be enlarged in the future.

Streszczenie. W artykule przedstawiono automatyczne rozpoznawanie mowy. Wykorzystane narzędzia, biblioteki i korpus opisano w artykule. Uzyskane wyniki wskazują, że wykorzystując różne modele akustyczne dla mowy zwykłej i szeptanej uzyskuje się polepszenie skuteczności rozpoznawania mowy. W wyniku wykonanych badań wskazano również optymalną kolejność kroków treningu. Dzięki dodatkowym obliczeniom stwierdzono, ze uzuty korpus (ponad 9 godzin zwykłej mowy i drugie tyle szepta) jest zdecydowanie za mały do dobrego wytrzymania systemu rozpoznawania mowy i w przyszłości musi zostać powiększony. (Narzędzia Kaldi w rozpoznawaniu polskiej mowy szeptanej).
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Introduction

The automatic speech recognition (ASR) systems become more widely used and are available in most of modern phones as well as in many websites. Those systems are, usually, an alternative to the manual text input, e.g. SMS messages. ASR can be also used for more sophisticated tasks, as support of a speech transcription (e.g. in a parliament or in an army).

Most of research in the literature is focused on a normal speech, while the whispery speech is rarely explored (but the largest electronics companies are interested in this topic [1,2]). Apart from the military and reconnaissance usage, automatic whispery speech recognition (AWSR) systems can be useful for people who are unable to speak normally, e.g. after laryngectomy [3].

An appropriate speech corpus is necessary for the research in AWSR. One of such databases is NAM TIMIT Plus, in which there are about one thousand whispered utterances. A little bit more one can find in CHAINS database [4] – about 1200 sentences (corpus is larger, but whispery speech is only a part of this corpus). It is much less in comparison to normal speech corpuses (e.g. the AGH corpus contains 25 hours of recordings [5]). Hence, a new corpus has been prepared for the research.

In the first section the architecture of the ASR system used in the reported experiments has been described. Section 2 contains a description of the tools which have been used together with Kaldi toolkit. A new speech corpus, prepared by the authors has been presented in Section 3. Next, the results of the performed experiments have been shown in the following section. The conclusions one can find in Section 5.

Speech recognition

The automatic speech recognition system performs speech conversion from an audio signal to a text. Hidden Markov models (HMMs) are usually used for this task [6]. HMMs can model stochastic processes, in which observations are generated by hidden states. There are transition probabilities between these states [7].

Before HMM the feature vector must be received. In each time frame (very short, 10-30ms) the speech signal is converted into a feature vector. The features extraction steps are [8]:
- preemphasis (initial filtration of the input signal),
- division into frames (number of samples in a frame should be a power of 2),
- windowing (Kaldi allows easy usage of 4 windowing types, including one proposed by toolkit authors),
- fast Fourier transform (FFT),
- transition into the Mel scale,
- decorrelation of the elements of the feature vector by means of discrete cosine transform (DCT)

For each frame, these steps result in twelve values, which are supplemented by signal energy. For these 13 feature values the first and second derivatives are calculated ($\Delta$/$\Delta\Delta$). Finally, the obtained vector, composed of 39 values, describes spectral envelope and dynamics of its change.

A creation and appropriate training of the model (composed of, e.g., Gaussian mixture models – GMM) also must be done. Such model allows conversion from feature vectors into specific phones. Speech models (acoustic – HMM; lexicon – dependences between phones and words; language) allow to obtain the most probable word, or words sequence, based on the speech signal. It is done in the decoding step, in which the most feasible sentence $\hat{w}$ must be found, using the observation (vector of features) sequence $O = [o_1, o_2, \ldots, o_T]$, language model $p(w)$ and acoustic model $p(O|w)$. It can be written as

$$\hat{w} = \arg\max_{w} \left( \frac{p(w)p(O|w)}{p(O)} \right) = \arg\max_{w} \left( \frac{p(w)p(O)}{p(w)} \right)$$

It should be noted that GMMs and HMMs are the most commonly used in ASR task, but the approaches with neural networks become increasingly prevalent [9,10].

Used toolkits and libraries

The Kaldi is the most important of used tools. It has been written in C++ and is licensed under the Apache v2.0 [11]. The training of acoustic model (AM) in Kaldi is composed of few steps. The first step (mono) uses monophones – this step usually is used only as the initialization of the recognition model. In the second step (tr1) triphones are used, i.e. the three subsequent phones are taken into account. In the next step (tr2a) AM model is ready, based on the all 39 features and using triphones. Another approach is the tr2b step, in which the Linear Discriminant Analysis (LDA) and Maximum Likelihood
Linear Transform (MLLT) have been used to transform Mel Frequency Cepstral Coefficients (MFCC) features [12]. At the last step (sgmm2) the subspace Gaussian mixture models (SGMMs) are used in AM model.

Two external libraries have been used in Kaldi, i.e. BLAS/LAPACK (available on the website www.netlib.org) to perform linear algebra computations, and OpenFST [13], which allows an efficient application of the finite state transducers (FST). All models (acoustic, lexicon and language) can be represented by weighted FST (WFST).

Additionally the SRILM package has been used [14], which is used to a preparation of a language model based on the available data (e.g. using transcriptions). Such model contains the information about possible connections between words in a sentence (e.g. the words sequence “train flying under water” is rather not very likely; hence, even if such connections will occur, it will occur with very small probability).

The last program, which has been used is Sequitur [15], which allows conversion graphemes—phonemes (G2P), i.e. replaces words to phonemes sequence. This tool operates independently of the language; however, it requires the creation of the G2P model based on some prior knowledge.

Created speech corpus is in Polish, so the G2P model for Polish has been trained. The Wiktionary contains a pronunciation of presented words and this information has been used as the prior knowledge – all entries from Polish Wiktionary have been downloaded and the pronunciation in IPA (International Phonetic Alphabet) system has been used. However, one should keep in mind that IPA system contains allophones, and not phonemes (one phoneme can have few different phones representation). Hence 87 allophones have been modeled (number of Polish allophones), and not 39 phonemes (typically for Polish system SAMPA) [16], what can has impact on the obtained results.

Speech corpus

The created database is composed of recordings carried out by 33 persons, aged 20 to 25 years (students). The speech corpus contains both normal and whispery speech. In the Table 1 the corpus properties have been shown in numbers.

<table>
<thead>
<tr>
<th>Speech corpus property</th>
<th>Normal speech</th>
<th>Whispy speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sentences</td>
<td>5935</td>
<td>5411</td>
</tr>
<tr>
<td>Number of words</td>
<td>61964</td>
<td>53335</td>
</tr>
<tr>
<td>Number of different words</td>
<td>3566</td>
<td>3427</td>
</tr>
<tr>
<td>Total recordings length (min)</td>
<td>547.8</td>
<td>548.5</td>
</tr>
</tbody>
</table>

All recordings have been done by speakers on their own hardware, therefore obtained audio signals differ in both voice quality and noise level. All recordings have been saved in 16-bit and 48 kHz.

Contents of utterances have been taken from the website wolnelektury.pl, where literary works are available in the public domain (used works include “Seasonal Love”, “Snow-White and Rose-Red”, “The Ugly Duckling”, “The Fir Tree”, “The Toad”, “The Nightingale”, and others).

Obtained results

Due to a small amount of data, the training utterances for each speaker were different, in such a way that training were performed based on all other speakers. Simulations have been done for different types of training and test speech (normal, whispery and both). In calculations two methods have been used: mono → tri1 → tri2a and mono → tri1 → tri2b → ubm → sgmm2 (designations from Kaldi toolkit). Obtained results have been presented in Table 2 (all results are for the 2-gram language model).

The time needed for training (without decoding) was appropriately 7 min (data preparation), 5 min (mono), 10 min (tri1), 10 min (tri2a), 11 min (tri2b), 170 min (sgmm2). Decoding in most of cases takes 10 min, and the exceptions are sgmm2 (18 min) and sgmm2 with fmllr option (27 min).

The additional simulations have been performed using 1-gram (mono-gram) language model (LM), and also simulations in which the whole available data have been used during training (including recordings, which were used for testing). The results have been presented in the figures 1-2 (only Word Error Rate %WER after tri2a and sgmm2+fmllr steps). Each presented value is the mean of three speakers (no. 8, 21 and 29) results. The higher value in each bar is associated with the training without the additional data, and the lower value (in brackets) is for training, in which also the testing data has been used.

<table>
<thead>
<tr>
<th>Speaker</th>
<th>test speech</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
<th>normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>mono</td>
<td>33.08</td>
<td>58.88</td>
<td>34.85</td>
<td>51.95</td>
<td>50.23</td>
<td>45.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri1</td>
<td>26.94</td>
<td>44.79</td>
<td>25.70</td>
<td>44.19</td>
<td>42.29</td>
<td>35.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri2a</td>
<td>26.78</td>
<td>43.60</td>
<td>25.75</td>
<td>43.90</td>
<td>41.48</td>
<td>36.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri2b</td>
<td>26.94</td>
<td>63.46</td>
<td>25.66</td>
<td>48.33</td>
<td>42.76</td>
<td>35.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sgmm2</td>
<td>24.97</td>
<td>54.18</td>
<td>24.33</td>
<td>44.76</td>
<td>40.96</td>
<td>33.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sgmm2+fmllr</td>
<td>24.60</td>
<td>51.59</td>
<td>23.55</td>
<td>43.20</td>
<td>40.18</td>
<td>32.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>mono</td>
<td>12.27</td>
<td>37.57</td>
<td>18.13</td>
<td>48.32</td>
<td>31.47</td>
<td>40.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri1</td>
<td>5.15</td>
<td>25.18</td>
<td>7.06</td>
<td>37.09</td>
<td>20.31</td>
<td>22.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri2a</td>
<td>5.01</td>
<td>24.71</td>
<td>7.41</td>
<td>35.81</td>
<td>18.35</td>
<td>21.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri2b</td>
<td>5.89</td>
<td>27.44</td>
<td>6.24</td>
<td>40.48</td>
<td>20.98</td>
<td>17.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sgmm2</td>
<td>5.43</td>
<td>20.97</td>
<td>5.89</td>
<td>36.55</td>
<td>14.54</td>
<td>18.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sgmm2+fmllr</td>
<td>2.96</td>
<td>18.51</td>
<td>5.12</td>
<td>33.68</td>
<td>13.83</td>
<td>16.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>mono</td>
<td>40.17</td>
<td>70.50</td>
<td>46.83</td>
<td>89.11</td>
<td>67.48</td>
<td>76.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri1</td>
<td>26.01</td>
<td>53.27</td>
<td>28.55</td>
<td>85.58</td>
<td>54.57</td>
<td>56.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri2a</td>
<td>28.68</td>
<td>51.02</td>
<td>25.21</td>
<td>85.41</td>
<td>52.97</td>
<td>55.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tri2b</td>
<td>18.91</td>
<td>65.45</td>
<td>20.40</td>
<td>91.78</td>
<td>75.22</td>
<td>53.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sgmm2</td>
<td>18.75</td>
<td>65.15</td>
<td>24.69</td>
<td>93.21</td>
<td>69.89</td>
<td>57.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sgmm2+fmllr</td>
<td>13.93</td>
<td>59.77</td>
<td>19.27</td>
<td>92.70</td>
<td>67.03</td>
<td>53.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1. Results obtained after tri2a step in Kaldi; presented values are the means of three speakers results; the lower value (in brackets) is associated with training, in which the testing data has also been used, and the higher value is for training without testing data.

Fig. 2. Results obtained after sgmm2 step (with fmllr option) in Kaldi; presented values are the means of three speakers results; the lower value (in brackets) is associated with training, in which the testing data has also been used, and the higher value is for training without testing data.

Conclusions

The most important conclusion, which comes from obtained results is that creation of separate ASR models for normal and whispery speech makes sense (comparing the results, where test and training were for the same speech type, with the results, where training was performed for both speech types) – for whispery speech the results are approximately the same, but with two times larger training set the recognition rate should be noticeably better.

Additionally, based on the obtained results and calculations time it has been found that for the future research the best training path is mono → tri1 → tri2a, which allows to obtain satisfactory results in a relatively short time period (6 times faster than for training to the sgmm2).

It is worth paying attention to results of speaker no. 29 for normal speech during training and test – the recognition rate was over 97% (only 3% Word Error Rate), what shows that the usage of all phone is not a fundamental mistake. In the article, which has been accepted on the MMAR 2016 conference, it has been presented that changes of few allophones may have positive influence on the word recognition rate.

On the other hand, looking on the same type of training and testing speech (normal/normal) for the speaker No. 8, %WER was over eight times higher (24.6%). Generally, one can see high differences in all results for different speakers. It is caused by the fact that each speaker had used his own device for recordings, and differences in the noise level (see Fig. 3) had a significant impact on the obtained results.
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