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Machine learning in image reconstruction by multi-sensor 
electrodes 

 
 

Abstract. The article presents a system that uses machine learning to reconstruct the image using multi-sensor electrodes based on electric 
tomography. It is an innovative approach to testing the properties of test areas, including levees. The measuring system was based on an electric 
tomography device, which assumes the use of two measuring methods and allows measurements to be made to 32 channels. The device based on 
electric impedance tomography measures the tested object based on the potential distribution measurements. The system collects measured data 
from the electrodes. In the process of image reconstruction, the elastic net method was used, where appropriate regularization methods help in 
choosing the optimal solution..  
 
Streszczenie. W artykule przedstawiono system wykorzystujący uczenie maszynowe do rekonstrukcji obrazu za pomocą elektrod 
wieloczujnikowych oparty na tomografii elektrycznej. Jest to innowacyjne podejście do badania właściwości obszarów testowych, w tym wałów 
przeciwpowodziowych. System pomiarowy został oparty na urządzeniu do tomografii elektrycznej, który zakłada stosowanie dwóch metod 
pomiarowych i umożliwia wykonanie pomiarów do 32 kanałów. Urządzenie oparte na elektrycznej tomografii impedancyjnej mierzy badany obiekt w 
oparciu o pomiary rozkładu potencjału. System zbiera zmierzone dane z elektrod. W procesie rekonstrukcji obrazu zastosowana metodę elastycznej 
siatki, gdzie odpowiednie metody regularyzacji pomagają w wyborze optymalnego rozwiązania.. (Uczenie maszynowe w rekonstrukcji obrazu z 
użyciem elektrod wieloczujnikowych). 
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Introduction 
In electrical impedance tomography (EIT), voltage or 

current is injected into an object using a set of electrodes 
attached to its surface [1-6]. Voltage values are measured 
on the remaining electrodes. The conductivity of the object 
is reconstructed based on the measurements taken and the 
appropriate algorithm to solve the inverse problem [7-19]. 

 

Measurement system 
The measuring system was based on an electric 

tomography device, which assumes the use of two 
measuring methods and allows measurements to be made 
to 32 channels. Figure 1 shows laboratory measurement 
models with one and two multi-sensor electrodes. The 
device measures the tested object based on measurements 
of the potential distribution on the surface. The system 
collects measured data from the electrodes. The solution 
assumes the use of two measuring methods and allows 
measurements to be made to 32 channels.  

The device consists of several separate modules: power 
generator, measuring block, multiplexer and controller. You 
can connect more than one multiplexer to the device. Data 
acquisition systems require equipment for voltage 
measurement, filtering, demodulation and conversion to 
digital units and signal processing in order to send data to 
the computing unit. Depending on the method of use, the 
system can be adapted to measurements in large areas or 
small sections. In both cases, all infrastructure is centrally 
managed to collect data and record measurements. The 
system allows you to collect measurements, manage data 
and monitor devices. An electric tomograph constructed for 
this type of measurement is shown in Fig. 2. 

 

Methods 
There are many numerical methods used in optimization 

problems [20-35]. This article uses machine learning 
methods [36-39] that use information to learn directly from 
data without first determining a mathematical model. The 
machine learning algorithms used utilize the availability of 
large amounts of data and computing resources. The main 
idea is to prepare a model from a finished training set that 
generalizes the characteristic properties of the problem 
being studied. This model reflects the real problem based 
on prepared and trained examples. 

 
(a) 

 
(b) 

 
(c) 

Fig.1. Laboratory model with one multi-sensor electrode: a) front 
view, b) top view, c) measurement system. 
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Fig.2. An electrical tomograph for measurements in electrical 
tomography. 

The data analyzed is often highly correlated and it is 
necessary to select important groups of variables. The least 
squares method is used to estimate the parameters, which 
minimizes the residual sum of squares. For multivariate 
data, this method is not good at predicting the accuracy and 
interpretation of the model. In multidimensional problems, 
predictors are usually strongly correlated. Building a good 
model is a key element to achieve the desired effect, 
looking for a solution in the analysis of high-performance 
data. The work presents the elastoc net method, which 
causes rare solutions, encouraging the selection of a group 
where strongly correlated predictors are usually selected or 
rejected together. Ridge and LASSO regularization helps in 
choosing a possible solution. The elastic net method is a 
linear combination of L1 and L2 penalties. combining useful 
properties of ridge and LASSO regularization. 
We are considering a linear regression model, where X is 
the predictor matrix and the ridge coefficients are defined as 
 

መௗߚ        (1) ൌ arg	min											ఉఢோೖ‖ܻ െ మ‖ߚܺ
	  మ‖ߚ‖ߣ

	 , 
 

where ‖ߚ‖మ ൌ ଶ‖ߚ‖ ൌ 〈∙,∙〉 is a scalar product, the tuning 
parameter λ has a positive value (λ>0).  
Equation (1) has a unique solution. When it ranges from 0 
to 1, it balances the two options: adjusting the linear y and 
X model and reducing the coefficients. Ridge regression 
allows you to reduce the coefficients to zero by imposing a 
L2 penalty. It cannot accurately reset zero. It allows assign 
close coefficients to highly correlated variables, but it 
cannot perform a variable selection (for specific real 
coefficients that are exactly zero). 
LASSO is characterized by several advantages combining 
ridge with a variable selection. We are considering a linear 
regression model where LASSO estimates are defined as 
 

መ௦௦ߚ							   (2) ൌ arg	min											ఉఢோೖ‖ܻ െ మ‖ߚܺ
	  భ‖ߚ‖ߣ

	 , 
 

where ‖ߚ‖భ
	 ൌ

ଵ


∑ |ߚ|

ୀଵ  and λ>0. 

 

LASSO causes some coefficients to be shortened to 
zero exactly because of the L1-penalty geometry. This 
method can select variables, which is essentially different 
from ridge regression. LASSO, however, has some 
limitations, it tends to choose only one variable from the 
group and it is not for this method which one is chosen. 

Simulation research and real data show that elastic net 
often exceeds LASSO, encourages grouping effect, where 
strongly correlated predictors occur together in a given 
model or outside of it. The method is particularly useful 
when the number of predictors is much larger than the 
number of observations. 

The problem of identification of linear dependencies is 
well known in the literature of the subject. Let us consider 
the problem of identification of dependence, which is 
described by the linear equation 

 
(3)                                        ܻ ൌ ߚܺ   ߝ
where ܻ ∈ ܴ, ܺ ∈ ܴൈሺାଵሻ are the observation matrices of 
a dependent variable and independent variables 

respectively, ߚ ∈ ܴାଵ denotes the matrix of unknown 
structural parameters. In the state equation (3) the vector 
ߝ ∈ ܴ  represents the external disturbances. We assume 
additionally, that the sequence ሼߝ௧ሽଵஸ௧ஸ is a sequence of 
independent identically distributed random variables with 
normal distribution ܰሺ0,  ଶሻ. The classical least squareߪ
method consists in determining the unknown parameters 
ߚ ൌ ሺߚ, ,ଵߚ … ,   ሻ. In the equation (3) by solution the taskߚ
 
(4)                        minఉ∈ோೖశభ‖ܻ െ  ଶ‖ߚܺ
 

If detሺ்ܺܺሻ ് 0, then from Gauss-Markov Theorem we 
obtain, that the best linear unbiased estimator of unknown 
parameters ߚ is equal ߚመ ൌ ሺ்ܺܺሻିଵܻܺ.  

The elastic net method is a combination of ridge 
regression (called Tikhonov regularization, is one of the 
oldest methods of model regularization) and Least Absolute 
Shrinkage and Selection Operator (LASSO). The penalty 
function is described as linear combination ܮଵ and ܮଶ norms 
of unknown parameters in model (3). From above the 
penalty is defined as 
 

(5)   ఈܲሺߚᇱሻ ൌ ሺ1 െ ሻߙ
ଵ

ଶ
ᇱ‖మߚ‖   =ᇱ‖భߚ‖ߙ
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ߚ
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ୀଵ , 

 

where ߚ ൌ ሺߚ, ᇱߚ ᇱሻ andߚ ൌ ሺߚଵ, … , ሻ, whereas 0ߚ  ߙ  1. 
The unknown parameters in model (3) we determine by 
solution the task 
 

(6)  minሺఉబ,ఉᇲሻ∈ோೖశభ
ଵ

ଶ
∑ ሺݕ െ ߚ െ ᇱሻଶߚݔ

ୀଵ  ߣ ఈܲሺߚᇱሻ, 

 

where ݔ ൌ ሺݔଵ, … , ሻ for 1ݔ  ݅  ݊, whereas the 
parameter ߣ  0 defines the penalty coefficient.  
 

(a)  

(b)  
Fig. 3. Model VII flood embankment with 1 multi-sensor electrodes 
– example I: (a) pattern, (b) image reconstruction 
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(a)  

(b)  
(b) 

Fig. 4. Model VII flood embankment with 1 multi-sensor electrodes 
– example III: (a) pattern, (b) image reconstruction 

 
Fig. 5. Real reconstruction based on measurement data - model VII 
flood embankment with 2 multi-sensor electrodes 

Results 
 The two-dimensional model shows a cross-section of 
the flood embankment with two multi-electrode sensors. All 
electrodes are placed on the rod and are deeply inserted. 
Model parameters: 
• number of nodes: 6112, 
• number of triangles: 11404, 
• number of electrodes: 2x16, 
• type of electrodes: many sensors. 

For two stimulation methods (stimulation 1 contains 896 
measurements, stimulation 2 contains 448 measurements) 
the parameters of linear models were estimated using a 
flexible mesh. The results of the reconstruction are shown 

in Figs. 3 and 4. Experimental conclusions: the 
reconstruction depends on the data set. Figure 5 shows the 
results of image reconstruction based on real 
measurements using an electric tomography system. 
 
Conclusion 

The article presents the original concept of a flood 
embankment monitoring system, where a device, sessions 
and measurement models were developed to test problems 
with a flood embankment. The solution has been equipped 
with a multi-sensor electrode system based on tomographic 
measurements allowing for multiple measurements of 
electrical values, followed by appropriate analysis. Failure-
related physical processes are often complex and cannot be 
measured accurately. The presented solution is an 
innovative approach because other methods cannot 
estimate changes or damages in the entire volume of the 
object. For the analysis of measurement data, the finite 
element method was used to solve a simple problem, and 
the elastic net method with ridge and LASSO regularization 
to solve an inverse problem. The learned algorithm works 
very quickly (the reconstruction time is a fraction of a 
second). The quality of the obtained images varies, when 
the object is in the middle or near the electrodes on the 
border of the domain shows the reconstruction with sufficient 
precision. 

 
Authors: Tomasz Rymarczyk, Ph.D. Eng., University of Economics 
and Innovation, Projektowa 4, Lublin, Poland/ Research & 
Development Centre Netrix S.A. E-mail: tomasz@rymarczyk.com; 
Edward Kozłowski Ph.D., Lublin University of Technology, 
Nadbystrzycka 38A, Lublin, Poland, E-mail: e.kozlovski@pollub.pl 
Konrad Niderla Research & Development Centre Netrix S.A., E-
mail:konrad.niderla@netrix.com.pl; Paweł Rymarczyk, Research & 
Development Centre Netrix S.A., e-mail: 
pawel.rymarczyk@netrix.com.pl; Piotr Bednarczuk, University of 
Economics and Innovation, Projektowa 4, e-mail: 
piotr.bednarczuk@wsei.lublin.pl. Jan Sikora, Professor, Eng., 
University of Economics and Innovation, Projektowa 4, Lublin, 
Poland/ Research & Development Centre Netrix S.A. E-mail: 
j.sikora@pollub.pl. 
 

REFERENCES 
[1] Rymarczyk T., Kozlowski E., Niderla K., Rymarczyk, P., Sikora, 

J., Applying multi-sensor electrodes for image reconstruction by 
machine learning methods, 2019 Applications of 
Electromagnetics in Modern Engineering and Medicine, PTZE 
2019, 2019, 166-170. 

[2] Adler A. and Lionheart W., Uses and abuses of EIDORS: An 
extensible software base for EIT, Phys. Meas., 27 (2006), 25–
42. 

[3] Borcea L, Electrical impedance tomography, Inverse Problems, 
18 (2002), 99–136. 

[4] Holder D., Introduction to biomedical electrical impedance 
tomography Electrical Impedance Tomography Methods, 
History and Applications, Bristol, Institute of Physics, 2005. 

[5] Rymarczyk T., Szumowski K., Adamkiewicz P., Tchórzewski 
P., Sikora J., Moisture Wall Inspection Using Electrical 
Tomography Measurements, Przegląd Elektrotechniczny, 94 
(2018), No 94, 97-100 

[6] Duda K., Adamkiewicz P., Rymarczyk T., Niderla K., 
Nondestructive Method to Examine Brick Wall Dampness, 
International Interdisciplinary PhD Workshop Location: Brno, 
Czech Republic Date: SEP 12-15, 2016, 68-71 

[7] Babout L., Grudzień K., Wiącek J., Niedostatkiewicz M., 
Karpiński B., and Szkodo M., Selection of material for X-ray 
tomography analysis and DEM simulations: comparison 
between granular materials of biological and non-biological 
origins, Granul. Matter, 20 (2018), No. 3, 38. 

[8] R. Banasiak, R. Wajman, T. Jaworski, P. Fiderek, H. Fidos, J. 
Nowakowski, Study on two-phase flow regime visualization and 
identification using 3D electrical capacitance tomography and 
fuzzy-logic classification, International Journal of Multiphase 
Flow, vol. 58, 2014, pp. 1-14. 



PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 95 NR 12/2019                                                                             191 

[9] Beck M. S., Byars M., Dyakowski T., Waterfall R., He R., Wang 
S. J., Yang W. Q., Principles and Industrial Applications of 
Electrical Capacitance Tomography, Measurement and 
Control, September, 30 (1997), No. 7. 

[10] Chaniecki Z., Romanowski A., Nowakowski J., 
Niedostatkiewicz M., Application of twin-plane ECT sensor for 
identification of the internal imperfections inside concrete 
beams Grudzien, IEEE Instrumentation and Measurement 
Technology Conference, 2016, 7520512. 

[11] Grudzien K., Romanowski A., Chaniecki Z., Niedostatkiewicz 
M., Sankowski D., Description of the silo flow and bulk solid 
pulsation detection using ECT, Flow Measurement and 
Instrumentation, 21 (2010), No. 3, 198-206. 

[12] Kryszyn J.  and Smolik W., Toolbox for 3D modelling and 
image reconstruction in electrical capacitance tomography, 
Informatics Control Meas. Econ. Environ. Prot., 2017. 

[13] Kryszyn J., Smolik W., Toolbox for 3d modelling and image 
reconstruction in electrical capacitance tomography, 
Informatyka, Automatyka, Pomiary w Gospodarce i Ochronie 
Środowiska (IAPGOŚ) , 7 (2017), No. 1, 137-145 

[14] Majchrowicz M., Kapusta P., Jackowska-Strumiłło L., 
Sankowski D., Acceleration of image reconstruction process in 
the electrical capacitance tomography 3d in heterogeneous, 
multi-gpu system, Informatyka, Automatyka, Pomiary w 
Gospodarce i Ochronie Środowiska (IAPGOŚ) , 7 (2017), No. 
1, 37-41. 

[15] Nowakowski J., Ostalczyk P., Sankowski D., Application of 
fractional calculus for modelling of two-phase gas/liquid flow 
system, Informatyka, Automatyka, Pomiary w Gospodarce i 
Ochronie Środowiska (IAPGOŚ) , 7 (2017), No. 1, 42-45. 

[16] Romanowski A., Contextual Processing of Electrical 
Capacitance Tomography Measurement Data for Temporal 
Modeling of Pneumatic Conveying Process, 2018 Federated 
Conference on Computer Science and Information Systems 
(FedCSIS), IEEE, 2018, 283-286. 

[17] Wajman R., Fiderek P., Fidos H., Sankowski D., Banasiak R., 
Metrological evaluation of a 3D electrical capacitance 
tomography measurement system for two-phase flow fraction 
determination, Measurement Science and Technology, 24 
(2013), No. 6, 065302. 

[18] Ye Z.., Banasiak R., Soleimani M., Planar array 3D electrical 
capacitance tomography, Insight: Non-Destructive Testing and 
Condition Monitoring, 55 (2013), No. 12, 675-680 

[19] Romanowski, A.; Łuczak, P.; Grudzień, K. X-ray Imaging 
Analysis of Silo Flow Parameters Based on Trace Particles 
Using Targeted Crowdsourcing, Sensors, 19 (2019), No. 15, 
3317 

[20] Bartušek K.; Fiala P., Mikulka J., Numerical Modeling of 
Magnetic Field Deformation as Related to Susceptibility 
Measured with an MR System, Radioengineering, 17 (2008), 
No.4, 113-118. 

[21] Goetzke-Pala A., Hoła J., Influence of burnt clay brick salinity 
on moisture content evaluated by non-destructive electric 
methods. Archives of Civil and Mechanical Engineering., 16 
(2016), No. 1, 101-111. 

[22] Kozlowski E., Mazurkiewicz D., Kowalska B., et al., Binary 
Linear Programming as a Decision-Making Aid for Water Intake 
Operators, 1st International Conference on Intelligent Systems 
in Production Engineering and Maintenance (ISPEM), Wroclaw, 
Poland, Sep 28-29.2017,  Book Series: Advances in Intelligent 
Systems and Computing, 637 (2018), 199-208. 

[23] Krawczyk A., Korzeniewska E., Łada-Tondyra E., 
Magnetophosphenes – History and contemporary implications, 
Przeglad Elektrotechniczny, 94 (2018), No 1, 61-64. 

[24] Korzeniewska E., Gałązka-Czarnecka I., Czarnecki A., 
Piekarska A., Krawczyk A., Influence of PEF on antocyjans in 
wine Przeglad Elektrotechniczny, 94 (2018), No 1, 2018, 57-60. 

[25] Lopato P., Herbko M., A Circular Microstrip Antenna Sensor for 
Direction Sensitive Strain Evaluation, Sensors, 18 (2018), No. 
1, 310. 

[26] Psuj G., Multi-Sensor Data Integration Using Deep Learning for 
Characterization of Defects in Steel Elements, Sensors, 18 
(2018), No. 1, 292. 

[27] Romanowski A., Big Data-Driven Contextual Processing 
Methods for Electrical Capacitance Tomography, in IEEE 
Transactions on Industrial Informatics, 15 (2019), No. 3, 1609-
1618. 

[28] Rymarczyk T., Filipowicz S.F., The Shape Reconstruction of 
Unknown Objects for Inverse Problems, Przegląd 
Elektrotechniczny, 88 (2012), No 3a, 55-57 

[29] Szczęsny A., Korzeniewska E., Selection of the method for the 
earthing resistance measurement, Przegląd Elektrotechniczny, 
94 (2018), No. 12, 178-181. 

[30] Valis D., Mazurkiewicz D., Application of selected Levy 
processes for degradation modelling of long range mine belt 
using real-time data, Archives of Civil and Mechanical 
Engineering, 18 (2018), No. 4, 1430-1440. 

[31] Valis D., Mazurkiewicz D., Forbelska M., Modelling of a 
Transport Belt Degradation Using State Space Model, 
Conference: IEEE International Conference on Industrial 
Engineering and Engineering Management (IEEE 
IEEM)Location: Singapore, Dec. 10-13, 2017, Book Series: 
International Conference on Industrial Engineering and 
Engineering Management IEEM, 2017, 949-953. 

[32] Ziolkowski M., Gratkowski S., and Zywica A. R., Analytical and 
numerical models of the magnetoacoustic tomography with 
magnetic induction, COMPEL - Int. J. Comput. Math. Electr. 
Electron. Eng., 37 (2018), No. 2, 538–548. 

[33] Jiang Y., Soleimani M., Wang B., Contactless electrical 
impedance and ultrasonic tomography, correlation, comparison 
and complementary study, Measurement Science and 
Technology, 30 (2019), 114001 

[34] Vališ D, Hasilová K., Forbelská M, Vintr Z, Reliability modelling 
and analysis of water distribution network based on 
backpropagation recursive processes with real field data, 
Measurement 149 (2020), 107026 

[35] Galazka-Czarnecka, I.; Korzeniewska E., Czarnecki A. et al., 
Evaluation of Quality of Eggs from Hens Kept in Caged and 
Free-Range Systems Using Traditional Methods and Ultra-
Weak Luminescence, Applied sciences-basel,  9 (2019), No. 
12, 2430. 

[36] Kozłowski E., Mazurkiewicz D., Żabiński T., Prucnal S., Sęp J., 
Assessment model of cutting tool condition for real-time 
supervision system, Eksploatacja i Niezawodnosc – 
Maintenance and Reliability, 21 (2019); No 4, 679–685 

[37] Rymarczyk T, Kłosowski G. Innovative methods of neural 
reconstruction for tomographic images in maintenance of tank 
industrial reactors. Eksploatacja i Niezawodnosc – 
Maintenance and Reliability,  21 (2019); No. 2,  261–267 

[38] Rymarczyk, T.; Kozłowski, E.; Kłosowski, G.; Niderla, K. 
Logistic Regression for Machine Learning in Process 
Tomography, Sensors, 19 (2019), 3400. 

[39] Wang M., Industrial Tomography: Systems and Applications, 
Elsevier, 2015. 

 


