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Video Streaming Service Identification Using Incremental 
Learning on Software-Defined Network 

 
 

Abstract. Software-defined networking (SDN) has emerged as a solution to the management challenges facing data networks today, including the 
identification of different types of services. Therefore, in this paper we present the classification of video streaming in SDN environments. Since, 
SDN enables the collection and extraction of patterns from traffic flows, through incremental ML algorithms to use classification models that identify 
video streaming. The results demonstrates that we can identify online video streaming traffic using the Adaptive Random Forest model (ARF).  
 
Streszczenie. Sieć definiowana programowo (SDN) pojawiła się jako rozwiązanie problemów związanych z zarządzaniem, z jakimi borykają się 
współczesne sieci danych, w tym z identyfikacją różnych rodzajów usług. Dlatego w niniejszym artykule przedstawiamy klasyfikację strumieniowania 
wideo w środowiskach SDN. Ponieważ SDN umożliwia zbieranie i wyodrębnianie wzorców z przepływów ruchu za pomocą przyrostowych 
algorytmów ML w celu wykorzystania modeli klasyfikacji, które identyfikują strumieniowanie wideo. Wyniki pokazują, że możemy zidentyfikować ruch 
strumieniowy wideo online za pomocą modelu Adaptive Random Forest (ARF). (Identyfikacja usługi przesyłania strumieniowego wideo za 
pomocą przyrostowego uczenia się w sieci definiowanej programowo) 
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Introduction 

Due to the constant growth in the consumption of video 
streaming services, the arrival of 5G, and the future 
development of 6G, Internet Service Providers (ISP) face a 
challenge with the management of video traffic in their 
networks [1], [2], [3], [4], [5]. In addition, with the 
proliferation of Over-the-top communications (OTT) such as 
Disney plus, YouTube, and Netflix, the need to identify and 
distinguish streaming video traffic from other types of traffic 
is an urgent and necessary task to improve and ensure a 
good quality of experience to end-users by ISPs. Likewise, 
it is well known that identifying traffic is one of the first 
stages for numerous activities that concern network 
management. Therefore, for ISPs to provide a good quality 
of experience to their users and optimize their network 
resources, they must have efficient mechanisms to 
accurately identify the different types of traffic that navigate 
the network [6], [7]. In this vein, the Software-Defined 
Networking (SDN) paradigm has emerged as a solution to 
the management challenges that networks face today, 
including identifying different types of traffic. The main idea 
of SDN is to separate the control plane from the data plane 
[6], [8]. This separation moves the control logic of the 
forwarding devices in the data plane to the control plane, 
specifically on a logically centralized device called the 
Controller. SDN provides a generalized view of traffic 
through the control plane, allowing to discover the most 
efficient route for some traffic automatically; thus, improving 
overall network performance and optimizing device 
configuration time because, instead of making individual 
configurations in network equipment, only the desired 
configuration is required in the Controller. 

In SDN, traffic can be viewed in network flows, allowing 
for greater granularity of the information navigating the 
network. A network flow can be defined as a set of packets 
passing an observation point during a specific time interval. 
Usually, packets that share common properties like source 
and destination IP addresses, port numbers (source and 
destination), and the protocol identifier belong to the same 
flow [9]. In SDN, it is possible to create flow records that 
retain information of flows in terms of their external or 
internal characteristics. For instance, an external 
characteristic is the total flow size, which is the sum of the 
size of each packet that contains a particular flow, and 

internal characteristics refer to the minimum, maximum, and 
average size of each packet belonging to a flow. There is a 
significant interest in the scientific community and industry 
in analyzing and exploring such flow records since they can 
contain trends and patterns in traffic, providing mechanisms 
to guarantee and maintain optimal network performance. 

Regarding the identification of traffic in SDN scenarios, 
there are different studies where traffic analysis alternatives 
are presented [8], [10], [11], [12]. Furthermore, some 
research has taken advantage of stream logs to implement 
Machine Learning (ML) algorithms for traffic classification 
[13], [14]. However, these studies deal with cases of traffic 
in general aspects and do not focus on the study of video 
streaming services and the impact that this can generate on 
networks. Regarding the use of ML for the identification of 
video streaming services, studies such as [15], [16], [17], 
[18] are based on the characteristics of TCP/IP packets 
captured on a network interface. However, these 
investigations are used in simulated environments or 
traditional networks. 

This article focuses on classifying video streaming traffic 
in SDN environments. We leverage the capabilities of SDN 
for collecting traffic information at flow level and the 
capability of ML techniques for discovering patterns in data 
to classify video streaming traffic. As a contribution We 
implement a real SDN network, generate different types of 
traffic, and evaluate different supervised ML approaches. 
Despite our positive results exploring supervised algorithms 
for streaming video classification, it is well known that one 
of the significant drawbacks of supervised approaches is 
the lack of resilience of the models concerning updates of 
new traffic patterns where our results show that there is a 
50% probability that the supervised model misclassifies 
VoD flows when another service such as Livestream 
appears. Therefore, in this paper, we also explore the use 
of three incremental ML algorithms. Incremental ML 
approaches fit real-world scenarios in terms of resiliency to 
changes in network behaviour. This way helps the classifier 
adapt to new network traffic patterns not seen during the 
training stage. Our proof-of-concept demonstrates that our 
approach is applicable and that we can identify and classify 
online video streaming traffic with 99.8% accuracy using the 
Adaptive Random Forest model.  
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The rest of the paper is structured as follows: we start 
describing the experimental scenario's construction, then 
present the ML models for online testing. Subsequently, the 
results are exposed. We include different performance 
measures for the algorithms used, comparing online 
classification algorithms, and comparing ourselves with 
other related research in terms of performance parameters. 
Finally, the conclusions obtained are presented.  
 

Experimentation scenario 
For the development of this research, an SDN network 

is created where the video service packets are captured. 
The different flows requested from the internet by end-users 
pass through an SDN switch where their features are 
extracted and processed to generate datasets, which will 
then be used as input data to train ML models. Once these 
models have been trained, an ML mechanism is used that 
can work with online flows and classify them as video or 
non-video, see Fig. 1. 
 

 
Fig. 1. Implemented scenario for online classification 
 

Firstly, network traffic is captured, filtered, and stored 
using NFStream which is a framework developed in Python 
that provides flexible data structures to work with online or 
offline network data [19]. NFStream takes packets from the 
different flows navigating the network and extracts their 
statistical characteristics, which are organized to create two 
datasets named Stream1 and Stream2. The ML module 
takes as input the dataset to train and create several ML 
models, which will be initially evaluated offline comparing 
them with cross-validation to determine which models will 
be used in the online classification. The characteristics of 
the datasets are shown in Table 2 [12]. 

Once the models have been trained, NFStream starts 
working in online mode and extracts characteristics of the 
online traffic flows that come from the observation point; 
that is, the SDN switch interface that corresponds to a 
Zodiac FX SDN switch and delivers the information to the 
ML module. The ML Module performs the classification 
having the Stream1 dataset as a reference, labeling online 
flows with the number 1 for Livestream services, 2 for video 
on demand (VoD), and 3 for non-video flows. While, having 
the Stream2 Dataset as a reference, the flows of video 
streaming services are labeled with the number 1 and the 
non-video flows with the number 2. That is, the ML 
mechanism compares the flows obtained with each one of 
the previously trained models and then predicts which type 
of flow it belongs to. The code used to implement the ML 
mechanism can be seen in the script presented in Fig. 2 
where the attributes used for classifying are those 
described in Table 2 [12]. 

 
ML Models for online testing 

For having a point of comparison with the mechanism 
implemented in this paper, those works that are closest to 

this research in terms of classification methods were taken 
into account within the reviewed literature, highlighting their 
best results or results obtained in conditions similar to this 
investigation. Also, it was considered that, within the 
classes to be classified, there is some type of video or 
HTTP service, using the metrics of accuracy, TPR, and F1 
score. These mechanisms and their performance are 
compared in the results section. For this paper, a 
Classification and Regression Tree (CART) algorithm was 
initially used. Then incremental ML algorithms like, 
Hoeffding Adaptive Tree (HAT); as a variation of decision 
trees, Naive Bayes in its online version, and Adaptive 
Random Forest (ARF), for its implementations we use the 
Scikit multi-flow tool [20]. Because unlike offline 
mechanisms, an update of the datasets and ML models is 
necessary since we are working with traffic that changes 
over time, and the mechanism must be dynamic. For this 
reason, algorithms designed for incremental learning should 
be used [21]. In regard to the attributes used for 
classification, the transmitted bytes variable is crucial to 
determine whether a flow belongs to a video or not. Since 
there is a clear difference in the size of the video streaming 
flow to the rest of the flows, the first ones are always in the 
order of MB (elephant traffic) while the control streams or 
other services are usually in the order of KB (mice traffic) 
[22]. 
 
Results 

Initially, the CART model was used in the ML module in 
its online mode given the results shown in [6]. To evaluate 
its performance, once the mechanism starts working, the 
flows that come out of the ML module, already classified, 
are saved in a text file. Then, a sample is extracted every 
ten seconds until reaching thirty samples. Then, the 
performance of the mechanism is verified by extracting the 
true positives (TP), the true negatives (TN), the false 
positives (FP), and the false negatives (FN) from each 
sample to obtain the values of accuracy, precision, TPR, 
and F1 score. In Fig. 3, the data obtained from the 30 
samples taken using the CART model in the ML module 
created with the Stream1 Dataset is presented. Fig. 4 
shows the Stream2 Dataset where LS represents 
Livestream flows, VoD is video-on-demand flows, VD is 
video streaming flows, and NVD is non-video flows. On the 
other hand, LS_VoD, VoD_LS, VDF, NVF are the false 
negatives of each one of the previous flows respectively, 
which is i) LS_VoD: Livestream flows that were taken as 
VoD, ii) VoD-LS VoD flows that were taken as LS, iii) VDF 
video streaming flows that were taken as non-video and iv) 
NVF non-video flows that were taken as video service. Fig. 
5 shows the accuracy values for stream1 and stream2 for 
each sample. 
 As can be seen for the two Datasets, in both cases 
there are average accuracy levels above 90%, obtaining an 
average accuracy value of 93.75% for stream1 and 96.14% 
for stream2. It could be thought that the CART model works 
well in classifying online traffic. However, when reviewing 
the confusion matrix, it can be concluded that this high 
accuracy value is because 80% and 74% of the flows for 
stream 1 and stream 2 respectively are not video streaming 
flows, see Table 1 and Table 2 where C1 is the Livestream 
class, C2 is the VoD class and C3 is the non-video class for 
stream1; and C1 is video streaming flows and C2 is non-
video flows for stream2 
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Fig. 2. Mechanism script and its description

 

 
Fig. 3. Classification results  for CART- Stream1 model. a) Stream1 
LS, LS-VoD, VoD and VoD-LS. b) Stream1 NVD and NVF 
  

 
Fig. 4. Classification results for CART- Stream2 model  
a) 

 
b) 

 
 

Fig. 5.  CART model Accuracy a) Using Stream1. b) Using Stream2 
 

If Table 1 is observed, the model, although it has no 
problem distinguishing a video streaming flow from a non-
video flow, has shortcomings in differentiating between the 
two video services with 61 Livestream flows as true 
positives and 62 VoD flows classified as Livestream being 
false positives, resulting in a precision of 49%, see Table 2. 
That is, there is a 51% probability that the model is wrong in 
these two classes. Furthermore, when the model identifies 
a true positive with a TPR of 51% for C1, its value has a 
very low accuracy for Livestream services. Therefore, 
although the CART model gives good results in offline 
classification [7], its performance drops considerably in 
online classification with an F1 score of 54%, 75%, and 
99% for classes C1, C2, and C3. respectively in Stream1, 
see Table 3. And although it improves notably in Stream2 
with an F1 of 94%, see Table 4, this is because the video 
streaming flows over long periods are still considerably 
larger than the flows of no video services, making the model 
have a good performance. However, the idea of having a 
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model that allows classifying different types of video 
streaming services that can vary their characteristics over 
time, the use of incremental learning algorithms such as 
HATC, NB (Online), and ARF were chosen for the 
implementation of the ML module in its online mode. 
 

Table 1: Confusion matrix fot CART-Stream1 model 
Classes 

(Cs) 
C1 C2 Cs C2 C3 Cs C1 C3 

C2 61 41 C2 179 9 C1 61 0 
C3 62 179 C3 4 1364 C3 0 1364 
 

Table 2. Confusion matrix for CART-Stream2 model 
Classes C1 C2 

C1 167 12 
C2 7 526 

 

Table 3. Performance scores for CART-stream1 model 
Classes C1 C2 C3 

Precision 49% 79% 99% 
TPR 59% 71% 99% 

F1-Score  54% 75% 99% 
 

Table 4. Performance scores for CART-stream2 model 
Classes  C1  C2 
Precision 95% 97% 
TPR  93% 98% 
F1-Score 94% 98% 

 

Online algorithm comparison 
This section presents the results obtained with the ML 

module in its online mode. The HAT, NB (online), and ARF 
models were applied, using the Scikit multi-flow tool, which 
allows recreating an incremental learning process. A live 
stream broadcast is simulated, analysing 1200 flows for 
Stream1 and 1600 flows for Stream2. The results can be 
seen in Fig. 6 and Fig. 7 for Stream1 and Stream2 
respectively. 
 Using Stream1 as the dataset, the accuracy results for 
the ARF, HAT and NB online models are 99.6%, 98.5%, 
and 97.9% respectively, see Fig. 6. Using Stream2 as the 
dataset, the accuracy results for the same models are 
99.8%, 99.2%, and 99.3% see Fig. 7. However, the model 
that presents the best behavior in all cases is ARF. The 
accuracy metric is not enough to observe its performance; 
therefore, this model is used in the implementation of the 
ML module for validating it, but now with live and real-time 
traffic. The procedure is the same as the one described for 
CART. However, unlike the tests carried out with CART, 
Stream2 is used as the basis for ARF to create the initial 
model. This is due to the problems presented in the 
classification between Livestream and VoD found in the 
algorithms derived from the trees. Thus, it was determined 
that in the final implementation of the ML module, only two 
classes will be classified, video streaming (VD), non-video 
services (VDF), and their corresponding false negatives 
(NVD and NVF) see Fig. 8. Fig. 9 shows the accuracy 
values for each of the samples. Likewise, the results of the 
classification are presented in a confusion matrix and the 
performance parameters in Table 5 and Table 6. 
a) 

 

b) 

 
c) 

 
 
Fig. 6. Accuracy comparison of the online models using Stream1. 
a) Accuracy of ARF-Stream1. b) Accuracy of HAT-Stream1. c) 
Accuracy of  NB- Stream1 Online  
 

a) 

 
b) 

 
c) 

 
 

Fig. 7. Accuracy comparison of the online models using Stream2. 
a) Accuracy of ARF-Stream2. b) Accuracy of HAT-Stream2. c) 
Accuracy of  NB- Stream2 Online  
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Fig. 8. Classification results for ARF-Stream2 
 

 
Fig. 9. Accuracy for ARF model 

Table 5. ARF stream2 confusion matrix 
 Prediction 

Stream2 Video Non-video 
Video 109 7 

Non-video 8 893 
 

 
 
 
 

Table 6. ARF stream2 Performance scores 
Classes C1 C2 
Precision 93% 99% 
TPR 94% 99% 
F1-Score 94% 99% 

 

 In Table 5, it is determined that there is a 
better performance of ARF concerning CART in an 
online environment. Although, the overall 
performance for the video streaming class holds up 
with an F1 score of 94% just like CART with Stream2. 
The performance of ARF in the non-video class is 
higher with a value of 99% and has an average of 
99.8% accuracy. This is because ARF is an adaptive 
algorithm and can continue learning from changes 
that may occur in the characteristics of flows over 
time, making it better than a static algorithm like 
CART. In addition, the results are compared with the 
most similar studies to this paper, see table 7, 
showing that the implemented mechanism presented 
a better performance with an accuracy of 99.8% and 
an F1 score of 94%. However, the TPR presented a 
lower value than those obtained in the other studies 
with a value of 94%. This result can be explained 
because the ML mechanism was implemented in a 
scenario with a real SDN switch classifying real live 
traffic, making the classification task more complex. 
However, the results are still good and show the 
feasibility of the proposed classification mechanism. 
 
 

Table 7. Comparison of Classification Mechanisms 

Mechanism Classification type ML algorithm Accuracy TPR F1_score 

Research on network traffic 
identification based on machine 
learning and deep packet inspection 
[13] 

DPI y flows 
characteristics 

NB 96.8%   

A New Semi-supervised Method for 
Network Traffic Classification Based 
on X-means Clustering and 
Label Propagation [14] 

By flows 
characteristics 

NB, j48 95%   

An innovative approach for real-time 
network traffic classification [15] 

By flows 
characteristics 

NB 98.8% 97%  

Supervised Machine Learning-based 
Classification of Video Traffic Types 
[16] 

By flows 
characteristics 

kNN, Tree, 
SVM, NB 

97.7%   

Network Traffic Classification using 
Machine Learning Techniques over 
SDN [17] 

By flows 
characteristics 

NB 98% 96%  

An Intelligent Traffic Classification in 
SDN-IoT: A Machine Learning 
Approach [18] 

By flows 
characteristics 

Random 
Forest 

88.3%  91.4% 

This research By flows 
characteristics 

Adaptative 
Random 
Forest 

99,8% 94% 94% 

 
Conclusions  
 Considering the current trends in networks with the 
arrival of 5G and the future development of 6G, the traffic 
generated by video streaming services will continue to 
grow. For this reason, this paper proposes a video 
streaming identification approach based on incremental 
algorithms and network flow analysis, which allows the 
correct classification of video traffic in real-time. In this way, 

ISPs and content distributors can make better decisions 
when managing video traffic. In addition, this approach 
seeks to reduce the controller's workload by freeing it from 
classification tasks and thus improve network performance. 
For this reason, this paper evaluated several supervised ML 
models, resulting in better performance for incremental 
models in the ARM classifier. 
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 The performance metrics of the models were derived 
from the confusion matrix where the results show that 
CART can differentiate between video streaming and non-
video flows without any problem, but its performance begins 
to decrease when another service such as Livestream 
appears. This decrease in performance is accentuated 
when using the model with online traffic where an accuracy 
of 93.75% is presented using Stream1, but with a precision 
of 49% and a TPR of 59% for VoD, meaning that there is a 
50% probability that the model misclassifies VoD flows. For 
this reason, in the final implementation of the ML module 
with online traffic, the use of incremental learning algorithms 
was chosen based on the information provided by Stream2 
since it is complex to classify between video streaming 
services due to their similarity in the characteristics of its 
streams and the variability of the data that can arise in live 
traffic. 
 The results obtained by the ML model in its final 
implementation show that the model with the best 
performance is the adaptive random forest (ARF), with an 
average accuracy of 98.88%, a TPR of 94% for the video 
class, and a TPR of 99% for the non-video class. In 
addition, the model has high sensitivity levels, which means 
that the model correctly discriminates the positives from the 
negatives from the classified instances. Regarding the F1 
score, the general performance of the model indicates that 
video streaming services are differentiated from non-video 
flows, yielding better results in accuracy than the most 
similar studies to this paper. The TPR presented a value 
lower than those obtained in the other research with a value 
of 94%. The ML module was implemented in a real SDN 
switch device that classified real live traffic, making the 
classification task more complex. However, the results  
remain optimal, verifying the usefulness and viability of the 
mechanism developed in this paper for the classification of 
video streaming services using incremental algorithms. 
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