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Modeling the performance of an Electrodynamic screen (EDS) 
with artificial intelligence techniques  

 
 

Abstract. Artificial neural networks by their learning, classification, and decision capabilities, have contributed in the development of several fields. In 
electrostatics and its applications, neural networks are used to solve the problems of modeling, diagnosis and control of different modes of operation 
of machines. This work focuses on the application of artificial neural networks for modeling the operation of a three-phase electric field 
electrodynamic screen for moving micronized polyvinyl chloride (PVC) particles, with an average particle size of 250 μm. The neural network used is 
a multilayer perceptron type network, trained by the gradient back propagation algorithm. The input vector contains parameters taken from the 
studied experimental device: applied voltage U [kV], frequency [Hz] and diameter d [mm]. The output vector contains the mass of the product 
collected at the output of the electrodynamic screen.  
 
Streszczenie. plSztuczne sieci neuronowe dzięki swoim zdolnościom uczenia się, klasyfikacji i podejmowania decyzji przyczyniły się do rozwoju 
kilku dziedzin. W elektrostatyce i jej zastosowaniach sieci neuronowe są wykorzystywane do rozwiązywania problemów modelowania, 
diagnozowania i sterowania różnymi trybami pracy maszyn. W pracy skupiono się na zastosowaniu sztucznych sieci neuronowych do modelowania 
działania ekranu elektrodynamicznego trójfazowego pola elektrycznego dla poruszających się cząstek mikronizowanego polichlorku winylu (PVC) o 
średniej wielkości cząstek 250 μm. Wykorzystywana sieć neuronowa jest wielowarstwową siecią typu perceptron, wytrenowaną przez algorytm 
wstecznej propagacji gradientu. Wektor wejściowy zawiera parametry zaczerpnięte z badanego urządzenia doświadczalnego: przyłożone napięcie U 
[kV], częstotliwość [Hz] i średnicę d [mm]. Wektor wyjściowy zawiera masę produktu zebraną na wyjściu ekranu elektrodynamicznego.( 
(Modelowanie wydajności ekranu elektrodynamicznego (EDS) za pomocą technik sztucznej inteligencji) 
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Introduction 
The use of a non-uniform electric field for manipulation 

of dielectric particles is gaining attention in various research 
and industrial fields, These applications include separation 
and sorting [1, 2, 3, 4-34], trapping and assembly [1, 35,36], 
patterning [36-41], purification [42, 43], and characterization 
[44-46] of micro/nano particles as well as the development 
of nanostructured electronic and optical devices [47-51]. 

Indeed, the mechanical processes used present many 
problems, they are expensive, energy consuming and less 
flexible; this has led researchers to develop new techniques 
that feature electrostatic forces that can offer a more 
efficient alternative. One promising electrostatic device is 
the so-called electric curtain. It consists of a series of 
parallel electrodes deposited on a dielectric surface and 
supplied with a multiphase electric potential [52]. In this 
system, if the electric field is high enough, the Coulomb 
force can overcome the attractive forces such as the 
gravitational force, the image force and the adhesion force, 
and leads to the motion of the particles. Masuda [53-55] 
was one of the first researchers to develop and study this 
system. He undertook a series of experimental and 
theoretical studies to investigate the behavior of particles in 
the seventies and eighties of the last century. One of the 
first applications of this system was in the field of electro 
photography for the supply of toner to printers [56]. In the 
last fifteen years, thanks to the development of thin film 
deposition technology that allows us to deposit transparent 
electrodes on transparent substrate; many research groups 
have been interested in using the electric curtain technique 
to develop the so-called electrodynamic screen (EDS) [57]. 
This system is used for dust removal from photovoltaic 
panels and solar collectors. Indeed, the accumulation of 
dust and sand on photovoltaic systems can greatly reduce 
their efficiency; traditional systems such as washing and 
brushing consume a huge amount of water and energy and 
damage the photovoltaic collectors. Work in this area has 
shown promising results under both terrestrial and 
extraterrestrial conditions [58,59]. The effect of forces such 
as Coulomb force, dielectrophoretic force, image force, 

adhesion force, drag force, and gravity, on the motion of 
particles has been extensively studied in many research 
works. The study of the force balance is essential to 
determine the particle motion; however, a more detailed 
study is needed for a more complete understanding of 
some experimentally observed particle behaviors such as 
the direction of the particle motion [59]. The objective of our 
work is to deepen this study by introducing artificial 
intelligence for the modeling and optimization of the 
operation of this electrodynamic moving wave screen, this 
will allow us to achieve the maximum efficiency of this 
process. This study is composed of two parts: The first part 
is an experimental study where we analyze the efficiency of 
the electrodynamic screens for the displacement of particles 
of micrometer size as a function of frequency, the value of 
applied voltage, and the inter-electrode distance. The 
second part consists of a numerical study in which artificial 
neural networks are used to predict the recovery of the 
displaced particles as a function of different electrical and 
mechanical parameters. For this purpose, the 
characteristics of a moving wave electrodynamic screen will 
be modeled using an artificial neural network (ANN). In 
order to optimize its operation, the particle swarm 
optimization (PSO) method was chosen, which has the 
advantage of being efficient on a wide range of problems, 
without requiring the user to modify the basic structure of 
the algorithm. 

 

Material and methods 
 An ECB comprising 3 phases has been developed, 

using an electronic PCB board plate, of dimensions 190 × 
150 mm2 , on which were drawn parallel copper electrodes 
of 1 mm width and 90 mm length (Figure 3). Five models 
were developed corresponding to three different inter-
electrodes spacing d (0.5, 0.625, 0.75, 0.875, and 1 
mm)(figure 1). An insulating adhesive tape film covers the 
conveyor to minimise the risk of breakdown sparks between 
electrodes. The AC voltage square signals applied to the 
conveyor electrodes were visualised using a storage digital 
oscilloscope (Gwinstek GDS-3154). 
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Fig. 1. The three-phase electrodynamic screen (EDS) used 

 

A homemade three-phase compact power supply was 
used in the present work. The developed 3-phase AC 
power supply delivers a voltage up to 1000 V and a variable 
frequency of several kHz. The power supply includes a 
DC/HVDC converter of 1 kV, which is then converted into 
three rectangular shape voltages with a phase shift of 120°. 

The same sample of micronized PVC particles with an 
average particle size of 250 microns, prepared with a 
vibrating sieve machine, was used for all the experiments in 
this work. Each sample of mass m=500 mg was deposited 
as a monolayer on the same rectangular portion of the 
conveyor (figure 2). At the end of each experiment, the 
mass of the particles swept from the electrodynamic screen 
was recovered and weighed using a 1 mg precision 
electronic balance (Kern, ALG 220-4NM). 

 
Fig. 2. Descriptive schematic of the experimental setup 

 

PMC modeling process  
The modeling of particle displacement by the travelling 

wave technique using the artificial neural network method is 
done according to the flowchart presented in figure 3: 

 

 
Fig.3. PMC modeling flowchart. 

 

Construction of the vector 
 In this step, we collect (record) the output 

corresponding to the different states of the studied device 

(Voltage, Frequency and inter-electrode distance) for 5 
variation levels. These 4 parameters form the vectors 
(matrix) of the learning base and the network test. 

 

Learning and testing the network: 
One part of the database is used to train the network, 

and the other is used to test it. The training consists in 
looking for an optimal configuration of the network 
parameters (weights, bias, etc.) corresponding to a high 
success rate. Once the network has been trained, we still 
need to perform tests in order to verify that our network 
reacts correctly. 

 

Operation of the network 
After the optimal network configuration is determined, 

the network becomes capable of predicting other 
experimental results. 
 
PMC implementation in MATLAB  
Experimental study 

In order to carry out the experiments on the 
displacement of the particles, it is essential to know the 
parameters that influence the displacement of the PVC 
particles,  

The range of variation of the controllable factors that we 
have chosen in our work, namely the applied voltage U, the 
frequency f and the distance inter electrodes is summarized 
in the table below:  
 

Table 1. study domain 
study domain 
Factor min max 
Frequency f [Hz] 10 50 
Voltage U [V] 300 1000 
distance inter electrodes d [mm] 0.5 1 

 

In order to carry out our experimental study, a cyclical 
procedure must be followed: 

 

Preparation  
- set the weight of the PVC at 500 mg.  
- distribute the PVC on the surface of the 

electrodynamic screen. 
- set the frequency (10, 20, 30, 40, 50 Hz) 
 - connect the electrodynamic screen to the HV 

generator. 
 

Application  
- start the generator and then adjust the voltage (300, 

474, 650, 825, 1000 V) with the start of the stopwatch at the 
same time, the time is limited in (60 s).  

- Once the cleaning process is finished, we remove the 
PVC on the sides of the electrodynamic screen and weigh it 
in order to have the yield of the displaced PVC mass (%). 

 

Neural Network Architecture and Implementation  
There are currently more than 50 types of networks 

used in different applications. In the present work we are 
particularly interested in feed-forward networks. Figure.4 
shows the connections between the neurons of this 
structure. 

Recent research gives more interest to the use of 
sigmoid functions which are generally used as activation 
functions in the neural network. 

There are three steps in the construction of a ANN, the 
training, testing and validation performed by the network. 
Typically, by random sampling method, about 70% of 
experimental data are used for training, 15% for validation 
and the rest of the data for testing - The best performance 
of the architecture is defined by the coefficient of 
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determination (R2) which defines the integrity of the 
experimental data: 
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Fig. 4. Feed-forward neural network model 

 

The network is then tested to evaluate the accuracy of 
the prediction by a measure of the mean square error 
(MSE), which is determined by: 
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In the present study, the neural network is configured as 
a multiple input single output (MISO) model in the MATLAB 
environment. 

 

 
Fig. 5. Final structure used for modeling 

 

Our network is trained from the experimental data. All 
these values will then be normalized to centered reduced 
values (between -1 and 1) to ensure the stability of the 
result 

. 

Results and discussion  
Training of the RNA network  

The learning (or training) performance of our ANN is 
given in Fig. 6. The X axis represents the measured values 
(Y_measured) and the Y axis represents the predictions 
(Y_predicted). The blue line indicates the bisector, equality 
between measured and predicted values All values are 
normalized between -1 and 1. 

The best performance of the ANN architecture is 
determined by a mean square error, (abbreviated MSE in 
the rest of the work) close to 0, and by a maximum 
coefficient of determination (abbreviated R2 in the rest of the 
work) close to 1. 

Figure.6 shows an alignment, with a small dispersion, of 
the graph points on the first bisector. This tells us that the 
model predicts exactly the response of the real process but 
only in the experimental points of the learning base. On the 
other hand, the dispersion is due to the representation of all 
the points (experimental+test+validation). The model thus 
obtained must be adjusted on all the points. The efficiency 
of the network would be improved with the number of 
hidden neurons and the optimal percentage of the data in 
the three steps: 

% train : Percentage of data in the learning stage  
% test : Percentage of data in the test step 
 % valid: Percentage of data in the validation step   

 
Fig. 6. Training performance of the ANN 
 

Choice of the number of hidden units of the ANN  
The number of units in the hidden layer is always 

important because it is the number of units that determines 
the optimization and the performance of the expert system. 
In this section, we will study the influence of the choice of 
this parameter on the classification performance of a 
multilayer perceptron. The most obvious method currently 
used in the exact determination of the number of layers and 
the number of neurons consists in applying a trial-and-error 
strategy to determine the structure of the best performing 
network. We vary the number of neurons in the hidden layer 
from 10 to 100 and perform several trials (total of 3 trials) 
for each number of hidden neurons. The objective is to 
minimize the mean square error MSE to obtain an R2 
indicator as close as possible to 1 (100%). 
 
Table 2. Variation of the number of hidden neurons 
number of neurons MSE R2 

10 9.70093 E-3 9.61769 E-1 
20 4.93376 E-2 8.50737 E-1 
30 1.02092 E-1 2.56431 E-1 
40 1.10545 E-1 7.17358 E-1 
50 3.15603 E-1 7.17358 E-1 
60 8.18370 E-1 7.38301 E-1 
70 4.67158 E-1 7.43582 E-1 
80 2.27801 E-1 3.18665 E-2 
90 1.73326 3.67013 E-1 
100 1.22373 1.21895 E-1 

 

The Figure (7) Shows the performance of our ANN for a 
variation in the number of neurons, the Percentage of data 
is respectively 15% for the test and 15% for the validation. 

 

 

  
Fig. 7. Variation of the mean square error (MSE) and the R2 factor 
as a function of the number of hidden neurons 

 
From Table 2, and Figure 7 we can see that the mean 

square error (MSE) increases with the increase of the 
number of hidden neurons, while the determination factor 

MSE 

number of neurons 

R2 MSE 
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R2 decreases. The trend shows that a reduced number in 
the hidden layer produces good results. Thus, the number 
of hidden neurons is fixed at 10 in the rest of our study. 

The evaluation of the mean square error (MSE) between 
the three types of data in our study, namely train (learning), 
testing and validation, is represented in Figure 8. We notice 
that the learning process continues to regress, while the 
other processes, namely validation and test, stabilize 
around the best performance found around the 7th epoch, 
which represents an overlearning of the network. The best 
performance is reached at the 7th epoch with a value equal 
to 0.012. 

 
Fig.8. Mean Square Error (MSE) between training, validation and 
test 
 

Figure 9 shows the value of the determination factor R2 
for the three steps, where it increases from 0.9723 to 
0.9967. 

 Figure 9 shows the regression analysis between the 
targeted and predicted outcomes of the trained ANN for 
each phase. The R2 shows the efficiency of the model in 
predicting the targeted output in each phase. The 
performance of the training phase is shown in Figure 9 (a), 
which shows the highest R2 of 0.99676 obtained for the 
training phase. The training data is well predicted because it 
was also used to train the network. It also shows that a well 
performing network can be obtained by training the optimal 
network for the given number of input and output 
parameters. 

 

 
 

Fig.9. Determination factor (R2 ) for learning, validation and 
testing 

 

Figure 9(b) shows the validation dataset predicted using 
the trained network with R2 > 0.97. Figure 9(c) shows the 
generalization ability of the trained network with a 

performance shown by R2 > 0, 96. For different studies in 
the literature, the effectiveness of the ANN model in the 
validation and testing phase decreases, resulting in a lower 
R2 than the training phase, This may be due to the fact that 
the test dataset is not included in the training phase. The 
overall data, which includes the learning, validation, and 
prediction phase data points, are shown in Figure 9(d) with 
their ANN model outputs. The overall R2 is 0.985. 
 
Conclusion  

This work was devoted to the experimental approach of 
the modeling of the operation of a three-phase 
electrodynamic screen with travelling waves intended for 
the displacement of the micronized particles in PVC by 
using the method of the artificial neural networks. We 
explained this approach step by step. Several parameters 
participate in the success of this approach such as the 
parameters of the network; starting with the elements of the 
input vector (input parameters), passing by the architecture 
of the network, arriving at the output vector (output 
parameters). We note here that there are no rules for 
choosing the parameters of artificial neural networks, but 
these parameters vary according to the problem studied. 
Only experience can answer this question. During our tests, 
we noticed that the increase of the number of neurons in 
the hidden layer, and consequently the increase of the size 
of the hidden layer, makes the learning process very slow 
and influences in a negative way the convergence of the 
gradient back propagation algorithm. We do not forget the 
simplicity of implementing a multilayer perceptron neural 
network under the MATLAB language environment. It is 
enough to determine the different values corresponding to 
the different parameters of the network, then to execute the 
different commands (Newff, train and sim). 
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