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Feature Contribution to an In-Depth Understanding of the 
Machine Learning Model Interpretation 

 
 

Abstract. A transparent and understandable machine learning model refers to a model that is accurate, effective, explainable, and interpretable to 
humans. An interpretable model reduces the gap between complex algorithms and human understanding, allowing users to trust and comprehend 
the process of the model's decision-making. To that end, Machine-learning models can provide information about the importance of each input 
feature in making predictions. Model interpretation helps users understand the factors that have the most significant impact on the model's decisions. 
This study implements feature importance-based model interpretation by employing a heart disease dataset. The simulation result demonstrates that 
with feature importance analysis, the decision-making process of the extra tree classification algorithm is easily explainable.  
 
Streszczenie. Przejrzysty i zrozumiały model uczenia maszynowego odnosi się do modelu, który jest dokładny, skuteczny, zrozumiały i możliwy do 
interpretacji przez ludzi. Interpretowalny model zmniejsza lukę między złożonymi algorytmami a ludzkim zrozumieniem, pozwalając użytkownikom 
zaufać i zrozumieć proces podejmowania decyzji w modelu. W tym celu modele uczenia maszynowego mogą dostarczać informacji o znaczeniu 
każdej cechy wejściowej w tworzeniu prognoz. Interpretacja modelu pomaga użytkownikom zrozumieć czynniki, które mają największy wpływ na 
decyzje modelu. W tym badaniu zastosowano interpretację modelu opartą na ważności funkcji, wykorzystując zestaw danych dotyczących chorób 
serca. Wynik symulacji pokazuje, że dzięki analizie ważności cech proces decyzyjny algorytmu klasyfikacji dodatkowego drzewa jest łatwy do 
wyjaśnienia.(Funkcja przyczyniająca się do dogłębnego zrozumienia interpretacji modelu uczenia maszynowego) 
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Introduction 

Machine learning is a set of methods that a computer 
uses to make predictions and improve its predictive 
performance based on data [1]. For instance, to predict the 
patient outcome, the computer would learn patterns from 
the past patient history and test results. The learning 
assumes that the dataset employed in training the machine-
learning model is available in the required quantity and 
meets a certain uniformity to identify the pattern [2]. Better 
evaluation and trust ability of the machine-learning model is 
an interpretation for credible use in the medical diagnosis 
and patient care systems. 

 Machine learning models surpass humans in many 
heart disease patient outcome predictions [3-4]. These 
models have achieved a 99.6% accuracy in predicting heart 
disease patient outcomes. Even if the machine-learning 
model is as good as a human expert, there remain great 
advantages in terms of speed, reproducibility, and scaling. 
A once-implemented machine-learning model can complete 
a heart disease patient outcome prediction faster than 
humans can and reliably deliver a consistent result. 
Replicating a machine-learning model on another machine 
is fast and cheap. However, the training of a human for a 
task takes decades and it is costly. 

While the machine-learning model has the advantages 
of speed, replicability, and consistency of predictive results, 
it does not provide insights about the data and the task it 
solves [5]. Ensemble learning methods such as random 
forest, and extra tree consists of hundreds of decision tree 
that vote for prediction. To understand how the decisions 
are made, the structures of hundreds of tree has to be 
looked. 

Interpretable machine learning refers to the methods 
and models that make the internal working and the 

prediction of machine learning systems understandable to 
humans [6]. The understandability of the machine-learning 
model depends on the degree of interpretability of its 
prediction outcome. The higher the interpretability of the 
machine learning model, the easier it is for the human to 
comprehend why certain decisions or predictions have been 
made. Thus, a model is better interpretable if its decisions 
are easier for humans to understand.  

Model interpretation plays a crucial role in making 
predictions understandable to humans. Because the 
process of interpreting machine learning algorithms into 
patient prediction requires interpretability to increase trust 
and acceptance [7]. Understandability refers to the 
explanation of how the algorithm learns from the data and 
the relationship it can learn between the feature and the 
output. 

Research on the application of the ensemble-learning 
model [9] suggested that machine learning achieved 
promising results in detecting heart disease. With pre-
processing methods such as chi-squared statistics, the 
performance of the ensemble learning system improves, 
achieving h 93.44% predictive accuracy. However, these 
model lack transparency and do not interpret their predictive 
outcome even if their performance is high.  

To address, the explainability problem of complex 
learning such as ensemble learners, numerous works [9, 
10] have been conducted on the explainability of machine 
learning for building confidence in the predictive 
performance of different machine learning models a 
research article [11] proposed interpretable machine 
learning model for predicting cardiovascular disease risk. 
The study demonstrated that interpretable models provide 
more accuracy and can be used as potential predictors of 
cardiovascular disease risk. 
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Furthermore, research on artificial intelligence (AI) and 
machine learning (ML) in medicine has increased in the last 
decade [12]. However, implementation of this system into 
clinical practice lags due to a lack of trust and explainability 
[13]. Most effective machine learning models are still black-
box. The users and developers are unable to interpret and 
understand the reason behind their decision. The absence 
of such a transparent system can result in a lack of trust in 
the predictive outcomes of those systems. 

Additionally, interpretable machine learning systems 
make transparent decisions [14]. The interpretation of the 
system is achieved via visualization of the parameters 
necessary for prediction and interpreting how to explore the 
relationship between the input feature and the output. 
Researchers use the terms interpretability and explainability 
interchangeably [15]. This study aims to investigate the 
visualization of the input features and their impact on model 
prediction outcomes by employing an extra tree regressor 
on the heart disease risk dataset. 

The organization of this study is as follows. The 
methodology section discusses the interpretation technique 
employed for explaining the predictive outcome of the extra 
tree algorithm on heart disease patient outcomes. The 
result section presents the results achieved. The conclusion 
section presents the summary and future work. 
 
Methodology  

The Shapley Additive Explanation (shapash) Python 
library is employed for interpreting the extra tree classifier 
prediction outcome of heart disease patients. The library 
provides several types of visualization, which display 
explicit labels to the impact of each heart disease feature on 
the prediction outcome of the extra tree classifier. 

Shapash has been widely employed for interpreting the 
predictive outcomes of ensemble learning methods such as 
random forest and extra tree classifiers [16, 17]. 
The shapash library provides a module for explaining the 
predictive outcome of a single instance (instance-based) 
local and general explanation of the overall predictive 
outcome of predictions made by an ensemble learning 
classifier. Figure 1 indicates the following chart of the 
proposed extra tree-based heart disease risk prediction 
system. 

 
 
Fig.1. Flowchart of the proposed system 
 
Result  

The data collected from the Kaggle machine learning 
data repository were used in training and testing the extra 
tree classifier for heart disease detection. The training set 
had 243 records (80 percent of the dataset) and the test set 
had 60 records (20 percent of the dataset). The research 
was conducted with the machine learning software Python 
[18, 19]. The classification algorithm employed for training 
and testing was an extra tree classifier. The simulations 
were conducted in two steps: Step 1: building models on 
the training set. Step 2: Interpret the model prediction 
outcome with feature contribution.  

Figure 1 indicates the contribution of the heart disease 
features on the extra tree classifier for heart disease patient 
prediction. As confirmed in Figure 1, heart disease features 
such as chest pain (cp), previous history of cardiovascular 
disease (ca), old peak, sex, and angina due to exercise 
have a higher influence on the extra tree classifier. 
However, heart disease features such as fasting blood 
sugar (fbs), resting electrocardiograph (resetecg), and slope 
have less effect on predicting heart disease patient 
outcome. 

 
 
Fig.2. The contrition of heart disease feature on extra tree classifier 
 

Table 1 shows the contribution of each feature to the 
predicted patient outcomes of the extra tree classifier. 
Chest pain contributes differently in different instances. The 
chest pain contrition was high for the test instances (163, 
58, and 29) while the contrition was low for instance 189. 
Similarly, the sex feature has a higher contribution of the 
heart disease patient (positive class) as the contributions 
are high for the entire four test instances considered in the 
experiment. Moreover, the extra tree model correctly 
predicted the entire four heart disease patient outcomes.  
Table 1. The contribution of top heart disease features 

Instance Feature Value Contribution Predicted Actual 
163 cp 2 0.127294 1 1 
189 cp 0 -0.115029 1 0 
58 cp 3 0.072536 1 1 
29 cp 2 0.111976 1 1 
67 Sex  0 0.098899 1 1 
49 Sex 0 0.110258 1 1 
84 Sex 0 0.183626 1 1 
53 Sex 0 0.100252 1 1 

 
Figure 3 reveals that the chest pain types (1=chest pain 

atypical angina, 2= typical angina pain, and 
3=asymptomatic) contribute more to the heart disease 
patient being predicted as a heart disease patient. 
However, the typical angina=0 has little contribution in 
detecting heart disease patients. This result agrees with the 
chest pain contribution illustrated in Table 1. In Table 1, the 
extra tree classifier model incorrectly predicted the actual 
instance 189 in the test set which is negative as a heart 
disease patient for typical angina chest pain.   

To compare the individual contribution of each heart 
disease feature and interpret how the extra tree 
classification model predicts heart disease patient outcome, 
comparison plots of both the positive class (target=1) and 
the negative class (target=0) instance were used in the 
simulation. Figure 4 indicates that chest pain contributes 
more for 159 compared to instance 204. Other heart 
disease features have also different contributions for 
different instances. In contrast, age and cholesterol (chol) 
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have very little influence on the predictive outcomes of the 
extra tree model. The age and cholesterol features 
contributed similarly to the instances shown in Figure 4. 

 

 
 
Fig.3. The contribution of chest pain (cp) on the predicted outcome 

 
 
Fig.4. Comparison of heart disease feature contribution for positive 
class prediction  

Figure 5 indicates that the comparison of heart disease 
features contributes to the heart disease negative class. As 
shown in Figure 5, the chest pain feature has a higher 
contribution to the predictive outcome of the extras tree 
classification model. In comparison to the positive class 
prediction demonstrated in Figure 4, the chest pain feature 
has a higher contribution for instance 204 compared to 
instance 159. 

The contribution of the previous history of 
cardiovascular disease (ca) is validated in Figure 6. As 
Figure 6 reveals, when the number of blood vessels colored 
by fluoroscopy (ca) is 0 the patient has a high probability of 
getting heart disease risk.  

 

 
 

Fig.5. Comparison of heart disease feature contribution for negative 
class prediction  

 
 
Fig.6. The contribution of the number of blood vessels on the 
prediction outcome of an extra tree classifier 
 
Conclusion  

Based on this study, it is evident that feature 
contribution visualization is significant in building confidence 
in the prediction outcomes of heart disease patients by 
using an extra tree classifier. Moreover, the study explored 
that feature impact visualization with the SHAPASH Python 
library solves transparency and interpretability issues in 
predicting heart disease patient outcomes using an extra 
tree classifier. The feature contributing visualization 
revealed that the number of blood vessels, and chest pain 
particularly typical, asymptomatic, and atypical angina has a 
higher impact on the prediction of heart disease.  
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