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Comparison between LDA and PCA with the use of the color to 
face authentication 

 
 

Abstract.  The face authentication systems generally use the representation in levels of gray of the face  image  like characteristic of entry; but in 
this  work we  studied  the contribution of the color   to the face  authentication. for  the extraction of face characteristics of the data base, we tested  
a different color spaces  on two methods: the method of principal components Analysis  PCA  and  the method of linear discriminant analysis LDA 
and  once  the characteristic vector is extracted, the next stage consists in comparing it with the vector characteristic of face witch authenticated, and 
with the use of each component color alone at the entry of this system,  we calculates the error rates in the two sets of validation and test for the 
data base XM2VTS according to the protocol of Lausanne, and finally  we compare  between these two methods  to see the improvements which 
can give us  each method with the different color  spaces. 
 
Streszczenie. Systemy uwierzytelniania twarzy zazwyczaj wykorzystują reprezentację obrazu twarzy w poziomach szarości, podobnie jak 
charakterystyczna cecha wejścia; ale w tej pracy badaliśmy wpływ koloru na uwierzytelnianie twarzy. w celu ekstrakcji cech twarzy z bazy danych 
przetestowaliśmy różne przestrzenie kolorów dwiema metodami: metodą analizy składowych głównych PCA oraz metodą liniowej analizy 
dyskryminacyjnej LDA i po wyodrębnieniu wektora charakterystycznego kolejnym etapem jest porównanie to z wektorem charakterystycznym 
twarzy, która została uwierzytelniona i przy użyciu każdego składowego koloru osobno na wejściu do tego systemu obliczamy współczynniki błędów 
w dwóch zestawach walidacyjnych i testowych dla bazy danych XM2VTS zgodnie z protokołem z Lozanny i na koniec porównujemy te dwie metody, 
aby zobaczyć ulepszenia, które mogą zapewnić nam każdą metodę z różnymi przestrzeniami kolorów (Porównanie LDA i PCA z wykorzystaniem 
uwierzytelniania za pomocą koloru i twarzy) 
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Introduction 

To prepare the purpose of a authentication system is to 
check the identity of an individual after this was identified.  
thus is not about a system of identification which him is 
given the responsability to discover the identity a priori 
unknown of an individual. In this context, we will develop or 
characterize an algorithm offering an expertise in a 
particular biometric field: face authentication. 
The face is not rigid, it can undergo a large variety of 
changes due to the expression (joy, sorrow…), to the age, 
hair… etc, and research in this field is rather recent and the 
interest of the researchers for this last is significant.   
In 1991 were revolving as regards theoretical research, with 
the publication of the article entitled "eigen faces for 
recognition" of Pentl and and Turk [1,3], of MIT 
(Massachusetts Institute of Technology). The article 
described a revolutionary algorithm, the "eigenfaces", While 
being based on a principal component analysis PCA and  
with the method of linear discriminant Analysis (LDA);  it 
use the first clean vectors of the covariance matrix of the 
apprentissage data .  

The spot is simple; the face image is collected by a 
camera. The subject can arise in front of this one and 
according to the technique used, the system extracts the 
characteristics from the face to make the comparison with 
the characteristics of the claimed person which are 
preserved in a data base.  

This article is organized as follows: section 2 presents 
the problem of face authentication, section 3 explains the 
algorithm of the PCA and LDA used for the extraction of   
characteristics, in section 4 we present a comparison 
between the experimental results obtained, and finally in 
section 5 we give the conclusions and the prospects.  
 
Authentification of face  

A system of authentification must check the identity 
which is already known for more safety, if it is really the 
user or an impostor.   

The principle of the system of face authentication of an 
individual is the extraction of a vector X of characteristics of 

this last, in order to compare it with a vector  Yi  which 
contain the characteristics of this same individual extracted 
starting from his images which are stored in a data base  

( pil  , where p is the number of images of face of this 

person in the whole of training).To estimate the difference 
between two vectors, it is necessary to introduce a 
measurement of similarity. Several metric can be used such 
as for example the Euclidean distances L1 and L2, the 
distance from Mahalanobis the correlation… etc.   
For example, if the Euclidean distance enter the vectors X  
and  Yi is lower than a threshold, it is noted that the image 
of the face corresponds to the claimed person.   

The problem which occupies us it contains two classes, 
namely on the one hand the customers and other share 
impostors. A system extremely strict indicates a TFA (Rate 
of False Acceptance) weak and a TFR (Rate of False 
Rejection) high. On the other hand a system laxist will be 
characterized by a high TFA and a rather low TFR. The 
medium locates some share between the two, and if the 
error rates are equal, it will be at the rate of equal error or 
TEE.  

 
Extraction of caracteristic by the PCA  

By looking at the images of the data base used here, 
one realizes directly that appear on the level of the neck of 
the characteristics not wished like the collars of shirt, the 
sports shirts, etc. In addition, the hair is also a characteristic 
changing in the course of time (change of cut, baldness…). 
the background appears on the images: it is not used for 
nothing, and inflates the size of the data unnecessarily. 
Finally the ears pose problem. So much so that two very 
similar images (with the human eye) could be extremely 
different if they are compared pixel by pixel. It is thus 
necessary to extract the characteristics suitable starting 
from   the images [10].  

The principal component analysis (PCA) is a linear 
mathematical method to analyze data , the rules is to seek 
the directions of the space (axes) which maximizes the 
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variance of the data and minimizes the variation squared 
compared to the axes  [ 8,12-13].  

In the case of the face recognition we regard the set of 
the faces images of training as a set of random vectors 
(matrix of faces vectors), where each vector face is 
consisted the sequence of the lines or the columns of an 
image of face.  

The PCA is applied to this matrix of the faces vectors. It 
primarily consists in carrying out a reduction of 
dimensionnality by coding the faces in a new base formed 
by the first clean vectors (EigenFaces) coming from the 
calculation of the PCA.  

The method of Eigen Faces proceeds as follows:  
That is to say A=(X1, X2, Xi,....XN) a matrix of data of 

dimension represents nxl, where each  Xi  is a face vector of 
dimension n Here  n is the number of Pixel in the image of 
face represents , and l is the number of faces images  in the 
set of training.  

1. A face vector average X is calculated starting from the L  
vectors images of faces of the set of training.   

(1)                       
l

Xi
L

X
1

1
 

2. The face vector average is withdrawn images of training 
(one thus eliminates the resemblances to concentrate on 
the differences), which generates the vectors of differences 

iX  associated with each image:  

(2)                        XXiiX   

3. The vectors  Xi   are combined, coast at coast, to create 

a data matrix of training X
~

of size (N X L).  
 

(3)                        lXXXX .......21
~   

The matrix of data X
~

is multiplied by its transposed to find 

the matrix of covariance , given by [3]:  

(4)                                      
TXX

~
.

~                                                                        
4. The linear transformation of a face vector is given by:  

(5)                                XiWYi T .                                                                      
where  Yi is a vector characteristic of dimension  kxl  and 
which contains the coefficients of projection of the face  

vector  iX  in the new space of transformation and  W is a 
matrix formed by   K  first vectors clean of the matrix of 
covariance corresponding to  K  greater eigenvalues.   
To note well that K is much lower than n (k<<n). 
Thus by the application of the PCA, the entry face vector of 
dimension  N  is reducing to a vector characteristic in under 
space of dimension  K.  

But it is necessary to note that the first vectors sorted 
according to the decreasing value of the eigenvalues are 
not inevitably most discriminating for these classes. Thus 
the PCA does not take into account the discrimination of the 
existing classes; one of the solutions on problem is the use 
of the linear discriminant analysis (LDA). 
Extraction of characteristic by LDA [12-18]  

The steps to follow to extract the discriminants for a set 
of images are [1-4]: 
 
a) Calculate the within class scatter matrix 
 For the it h class, a scatter matrix (Si) is calculated as the 
sum of the covariance matrices of the centred images in 
that class. 
                

(6)                   T
xix

ii mxmxSi 


                                              

 mi is the mean of the images in the class.  The within class 
scatter matrix (SW) is the sum of all the scatter matrices. 

(7)                                
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C- is the number of classes. 
b) Calculate the between class scatter matrix 
The between class scatter matrix (SB) measures the 
amount of scatter between classes. 

(8)                     TiiiB mmmmnS            

 ni is the number of images in the class,  m is the mean of 
all the images. 
 

3. Solve the generalized eigenvalue problem 
Solve for the generalized eigenvectors (V) and eigen values 
(L) of the within class and between class scatter matrices. 
 

(9)                           VSVS WB   

 Keep first C-l eigenvectors 
 Sort the eigenvectors by their associated eigenvalues from 
high to low and keep the first C-1 eigenvectors. These 
eigenvectors form the Fisher basis vectors. 
c) Project images onto basis vectors 
 Project all the original images onto basis vectors by 
calculating the dot product of the image with each of the 
basis vectors. 

 
Experimental results   
Base done  

Our experiments were carried out on frontal face images 
of the data base XM2VTS. The principal choice of this data 
base is its big size, with 295 people and 2360 images in 
total and its popularity, since it became a standard in the 
audio and visual biometric community of multimodel 
checking of identity [4].  

For each person eight catches were carried out in four 
sessions distributed for five months.  
The protocol related to XM2VTS divides the base into two 
categories 200 customers and 95 impostors; the people are 
of the two sexes and various ages. The photographs are 
color of high quality and size (256x256).  

The protocol of Lausanne shares the data base in three 
sets [6]:  
1. The set  of training  (training): it contains information 
concerning the known people of the system (only 
customers)  
2. The set of evaluation (validation): allows fixing the 
parameters of the face authentication system.  
3. The set of test: allows to test the system by presenting 
images of people to him being completely unknown to him.  
For the class of impostors, 95 impostors are divided in two 
sets: 25 for the set of evaluation and 75 for the set of test.   
The sizes of the various sets are included in table 1.  
 
Table 1. Distribution of the photographs in the various 
 

 
Figure 1 represents some examples of images of faces of 
the data base XM2VTS.  

set customers impostors 
training 600 (3 by subject) 0 

Evaluation 600 (3 by subject) 200(8 by subject) 

Test 400(2 subject) 
560 

(8 by subject) 
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Fig.1. Examples of photographs of the data base XM2VTS. 
 
 

Pre-treatment  
Indeed, all information which is not used for nothing, but 

inflates the size of the data unnecessarily, for example: the 
hair, background, ears… etc. Require a reduction of image 
from which the operation is to extract only the essential 
parameters for the identifier and who more stable with time.  
 The decimation consists in taking a pixel on two. That 
reduces the resolution of the images of course. This 
operation is preceded by a filtering passes low, destroying 
the high frequencies, so as to observe the conditions of 
sampling. In our work we used a filter passes low uniform 
(2x2) in order to carry out a decimation of factor 2. That 
reduces by a factor 4 the size of the cut image.  The image 
of face will pass thus from a dimension 256x256=65536 
pixels towards a dimension of 66x60=3960 pixels (after 
cutting and decimation, as illustrated on figure 3).  

Then we make the photo normalisation with the images 
it means: that for each image, we withdraw from each pixel 
the average value of those on the image, and that we divide 
those by their standard deviation. The photo normalisation 
for a double purpose: on the one hand it removes for any 
vector a possible shift compared to the origin, and then any 
effect of amplification.  

Finally one applies the standardization which acts on a 
group of images (for each component, one withdraws the 
average of this component for all the images and one 
divides by the standard deviation) [6].    

                                

          

 

             (a)                      (b)                (c) 

Fig. 2. a) image of entry, b) image after cutting and c) image after 
decimation.  
 
Extraction of characteristic  

The extraction of the characteristics is done by the 
method of Eigen Faces based on the   PCA   and LDA,  we 
already detailed it with section 3.  

 Classification  
The goal of an authentication system is knowing on the 

one hand the customers and other share impostors thus we 
have two classes. An authentication system extremely strict 
indicates a weak TFA and a high TFR. On the other hand a 
system laxist will be characterized by a high TFA and a 
rather low TFR. The medium locates some share between 
the two, and if the error rates are equal, it will be at the rate 
of equal error or TEE.  

All these error rates are calculated in two sets: initially in 
a set of evaluation, which will make it possible to fix the 
TEE more or less vary some the parameters of acceptance 
and rejection of the system. Then in a set of test by using 
the parameters fixed previously. Thus, we can check the 
robustness of the system.   
 
 
 

Comparison  
The goal of our system is a binary decision with the rate 

minimum of equal error, in an authentication system we 
want to answer by yes if it is a customer or not if it is an 
impostor.  

To do a comparison of results, we presented the latter 
with two basic methods the PCA and LDA, which have 
parameters:  
 Pre-treatment with photo normalisation  

 Coefficients: following coefficients of sorted projection 
decreasing eigenvalues.  

 Measurement of score (similarity): correlation.  

 Thresholding: Total.  
We found that the use of the representation in levels of 

gray gives TS of about 89.16% with the method of PCA and 
TS about 93.03% with LDA method.  
We present the various color errors in the two sets 
evaluation set and test set in table II with the PCA method, 
and table III with LDA method. 

In table II we found that the PCA method achieves 
3.82% equal error rate on face authentication system with  
the use of the component color U of the color space YUV as 
characteristic of the entry system and gives the best rate of 
succeed TS= 93.39 %. 

This means that the use of color information by PCA 
method of the component U of color space YUV, as 
characteristic of entry in face authentication system, 
represents an improvement in the rate of succeed about 
4.23% compared to the use of images represented in 
greyscale. 
 
Table 2. Error rate with the PCA. 

comp 
evaluation set Test set 

TFR TFA TEE TFR TFA TS 

X 0,047 0,046 4,66% 0,050 0,060 89,04% 

Y 0,045 0,045 4,52% 0,048 0,059 89,40% 

Z 0,043 0,044 4,37% 0,045 0,056 89,88% 

Y 0,048 0,047 4,79% 0,053 0,059 88,81% 

Cr 0,035 0,035 3,52% 0,048 0,039 91,36% 

Cb 0,037 0,037 3,66% 0,045 0,029 92,57% 

R 0,052 0,051 5,14% 0,058 0,066 87,65% 

G 0,043 0,043 4,34% 0,053 0,058 88,99% 

B 0,045 0,044 4,46% 0,045 0,057 89,81% 

Y 0,045 0,046 4,54% 0,050 0,059 89,12% 

I 0,040 0,041 4,04% 0,045 0,034 92,09% 

Q 0,030 0,031 3,04% 0,050 0,032 91,76% 

Y 0,045 0,046 4,54% 0,050 0,059 89,12% 

U 0,038 0,038 3,82% 0,030 0,036 93,39% 

V 0,042 0,042 4,18% 0,035 0,037 92,77% 

H 0,127 0,126 12,64% 0,143 0,148 70,91% 

S 0,035 0,034 3,45% 0,043 0,047 91,09% 

V 0,052 0,051 5,14% 0,058 0,066 87,63% 

I1 0,047 0,047 4,71% 0,053 0,060 88,74% 

I2 0,048 0,049 4,85% 0,048 0,063 88,92% 

I3 0,037 0,037 3,69% 0,043 0,040 91,71% 
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Table 3. Error rate with LDA 

comp Evaluation  set Test set 

TFR TFA TEE TFR TFA TS 

X 0,030 0,030 3,01% 0,030 0,031 93,91% 

Y 0,032 0,033 3,22% 0,025 0,035 93,97% 

Z 0,027 0,027 2,69% 0,018 0,030 95,23% 

Y 0,030 0,030 2,99% 0,033 0,031 93,62% 

Cr 0,017 0,016 1,65% 0,023 0,017 96,10% 

Cb 0,032 0,032 3,20% 0,025 0,029 94,62% 

R 0,037 0,036 3,65% 0,048 0,033 91,94% 

G 0,030 0,031 3,04% 0,023 0,032 94,56% 

B 0,027 0,026 2,65% 0,015 0,030 95,53% 

Y 0,032 0,033 3,22% 0,030 0,032 93,78% 

I 0,028 0,028 2,83% 0,028 0,022 95,03% 

Q 0,020 0,020 1,99% 0,030 0,020 94,99% 

Y 0,032 0,033 3,22% 0,030 0,032 93,78% 

U 0,030 0,031 3,05% 0,020 0,027 95,33% 

V 0,022 0,021 2,13% 0,025 0,022 95,27% 

H 0,067 0,066 6,65% 0,055 0,083 86,22% 

S 0,023 0,024 2,38% 0,030 0,026 94,38% 

V 0,033 0,034 3,35% 0,040 0,031 92,89% 

I1 0,030 0,031 3,03% 0,030 0,033 93,73% 

I2 0,033 0,032 3,21% 0,038 0,032 93,06% 

I3 0,017 0,017 1,67% 0,030 0,015 95,50% 

 
Table 4. Comparison between PCA and LDA 

comp TS (LDA) TS (PCA) TSLDA-TSPCA 

X 93,91% 89,04% 4,87% 

Y 93,97% 89,40% 4,57% 

Z 95,23% 89,88% 5,35% 

Y 93,62% 88,81% 4,81% 

Cr 96,10% 91,36% 4,74% 

Cb 94,62% 92,57% 2,05% 

R 91,94% 87,65% 4,29% 

G 94,56% 88,99% 5,57% 

B 95,53% 89,81% 5,72% 

Y 93,78% 89,12% 4,66% 

I 95,03% 92,09% 2,94% 

Q 94,99% 91,76% 3,23% 

Y 93,78% 89,12% 4,66% 

U 95,33% 93,39% 1,94% 

V 95,27% 92,77% 2,50% 

H 86,22% 70,91% 15,31% 

S 94,38% 91,09% 3,29% 

V 92,89% 87,63% 5,26% 

I1 93,73% 88,74% 4,99% 

I2 93,06% 88,92% 4,14% 

I3 95,50% 91,71% 3,79% 

Level of 
greys 

93,03% 89,16% 3,87% 

    
 

in table III we observed that the LDA method achieves 
1.65% equal error rate on face authentication system with  
the use of the component color Cr of the color space 

YCrCb as characteristic of the entry system and gives the 
best rate of succeed TS= 96.10 %. 

This means that the use of color information by LDA 
method of the component Cr of color space YCrCb, as 
characteristic of entry in face authentication system, 
represents an improvement in the rate of succeed  about 
3.07% compared to the use of images represented  in Level 
of greys. 
 
Conclusion   

The face authentication system uses usually the 
representation of the face image in levels of gray like 
characteristic of entry. And since our principal goal is the 
improvement of the performances of our authentication 
system, we have to introduce thus color information by the 
use of many color spaces.  

we found that the PCA method achieves 3.82% equal 
error rate on face authentication system with  the use of the 
component color U of the color space YUV as characteristic 
of the entry system and gives the best rate of succeed TS= 
93.39 %. the use of a single component color with the linear 
discriminate analysis LDA achieves 1.65% equal error rate 
so 96.10% rate of succeed using only 100 features apply 
the color component of color space YCrCb.  

So the color information achieves 6.94% in rate of 
succeed; if we compare the best rate of succeed in  LDA 
method of the color component Cr of color space YCrCb 
with the rate of succeed in level gray in PCA method. 
In future work we propose the nonlinear fusion of the 
various components or spaces color with  other methods 
like:  analysis in independent components (ICA)...  
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