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Operator interface for controlling the track  
of the GoFa collaborative robot 

 

Projekt panelu operatora w celu sterowania torem jezdnym robota kolaboracyjnego GoFa 
 
 

Abstract. The article presents the design of an operator panel for controlling the track of the ABB GoFa collaborative robot. The application was 
developed in AppStudio and Visual Studio Code. It enables the operator to control the track in manual mode and to activate the robot in automatic 
mode. The robot station and the track were integrated using the Siemens S7-1200 controller. Communication between the PLC and the robot 
controller was established via a PROFINET network. The authors conducted functionality tests of the application using both a virtual twin and a real 
research and teaching workstation. 
 
Streszczenie. W artykule przedstawiono projekt panelu operatora do obsługi toru jezdnego robota kolaboracyjnego GoFa firmy ABB. Aplikacja 
została wykonana w środowisku AppStudio i Visual Studio Code. Aplikacja umożliwia operatorowi sterowanie torem jezdnym w trybie ręcznym oraz 
włączanie robota w trybie automatycznym. Stanowisko robota z torem jezdnym zostało zintegrowane z użyciem sterownika S7-1200 firmy 
SIEMENS. Komunikacja pomiędzy sterownikiem PLC i kontrolerem robota została zrealizowana z użyciem sieci PROFINET. Autorzy wykonali testy 
funkcjonowania aplikacji używając wirtualnego bliźniaka oraz na rzeczywistym stanowisku badawczo-dydaktycznym. 
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Introduction 
Human-Machine Interfaces (HMI) play a key role in 

shaping the interaction between people and modern 
technologies, both machines and processes. HMIs serve as 
the primary interaction point between operators and 
technical systems, facilitating communication, control, and 
information retrieval. Their role is particularly crucial in 
contemporary technological production lines, where the 
advent of Industry 4.0 has redefined human-system 
interaction. The digitalization of data has led to a substantial 
increase in both the volume and complexity of information, 
necessitating the development of advanced operator panels 
capable of structuring and presenting this data in a clear 
and intuitive manner. Such systems enhance operators' 
ability to efficiently monitor, supervise, and control 
machinery while ensuring rapid response to dynamic 
process conditions. 

The future of human-machine collaboration must 
therefore leverage the strengths of both machines and 
humans. Research is being conducted worldwide to identify 
the capabilities and characteristics of humans and 
machines. The goal of this research is to improve human-
machine interaction [1,2,3]. 

Modern HMIs must support next-generation 
communication protocols to ensure stability and immediate 
data transmission between components of production 
stations [4]. Moreover, the analysis of large data sets is a 
valued asset when developing a digital transformation 
strategy, so data acquisition is crucial for production.  

Attempts are being made to create universal HMI 
platforms capable of performing and developing various 
intelligent functions. An example is an HMI platform whose 
main components are designed and implemented using 
component-based development (CBD) [5].  

The importance of HMI interfaces in production stations 
can be considered in several aspects: 

• Improved communication and control, which is related to 
intuitive control of machines, robots, computers or IoT 
devices. Thanks to this, operators can: 
o monitor processes in real time (e.g. control panels 

in factories), 
o give commands using buttons, touch screens, 

voice or gestures, 

o receive immediate feedback (e.g. alerts and 
warnings). 

• Increased efficiency and safety, which should be 
understood as minimizing the risk of human errors, 
automating: industrial processes, tasks performed by 
modern medical devices, and the autonomy of mobile 
robots. 

• Simplification of the principles of using technology. 
Understandable and easy-to-use interfaces - use of 
advanced technologies for people without specialistic 
knowledge (e.g. operators of robotic stations are not 
required to know the principles of programming 
robots). 

• Increased awareness of operators, which is related to 
the intuitiveness and aesthetics of interfaces, 
personalization of settings and adjustment of the 
amount of information to the needs of a given job 
position. 

• Integration with future technologies. The technologies 
used to create HMIs should enable easy integration 
with modern technologies, including virtual and 
augmented reality, as well as artificial intelligence. 

• Data security. The sensitivity of operational data and the 
necessity for specialized knowledge across various 
levels of service and management necessitate the 
implementation of multi-tiered access authorization. 
This approach safeguards critical information from 
unauthorized access and mitigates the risk of 
cyberattacks, ensuring the integrity and security of 
industrial systems. 

 
HMI interfaces make it easier to perform tasks, but 

above all, they are a bridge between human needs and the 
capabilities of machines. The key to their success is the 
balance between functionality, security and human-centric 
design [6,7,8]. Research indicates [9] that teaching stations 
equipped with HMI panels significantly enhance students' 
competencies and effectively prepare them for work in 
automated industrial environments. 
 

Test stand and digital twin 
The individual components of the stand were configured 

using dedicated development environments. RobotStudio 
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allowed the industrial robot to be parameterised and its 
control programme to be prepared with the aid of digital twin 
technology [10,11]. The TIA Portal v17 environment was 
used to configure and develop the control application for the 
PLC [12,13]. The track configuration was carried out using 
IndraWorks. 

 
The proposed test stand comprises the following 

components: 

• GoFa 15000 cobot with OmniCore C30 controller 
[14,15]: 
o payload capacity - 10 kg, 
o reach of the robot wrist - 1.5 m, 
o repeatability - 0.02 mm, 
o TCP speed - 2 m/s, 

• a Siemens S7-1200 PLC: 
o model 1214C DC/DC/DC, 
o PROFINET communication, 
o Ethernet switch, 

• a Bosch cobot track with IndraDrive controller. 
o track length - 2 m. 

 
A stand diagram is shown in Fig.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. View of the stand. 1 – GoFa robot, 2 – linear track, 3 – PLC, 
4 – track controller, 5 – OmniCore controller with FlexPendant [17] 

 
Integration and control concept 

Communication between the individual components of 
the stand is based on the PROFINET protocol [16,17]. The 
proposed solution assumes that the PLC is the controller, 
while the robot and the track are the devices. A schematic 
of the PROFINET network connection is shown in Fig.2. 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Block diagram of PROFINET network [17] 
 

The integration of individual workstation components 
required the acquisition of GSDML files for both the robot 
and the track, which are essential for the proper 
configuration of the PROFINET connection. The GSDML 
files for the OmniCore controller are available within the 
system on the robot's internal disk. In cases where a 
physical device is not available, a virtual twin of the system 
can be downloaded to a PC using the RobotStudio 

environment. Meanwhile, the GSDML files necessary for 
track control can be obtained from the manufacturer's 
website by entering the device's serial number [17]. 
 

The following digital signals were used to control the 
external axis:  

• AxisEnable – motion enabled 

• AxisHalt – stop axis 

• AxisMove – execute movement 

• AxisClearError – clearing active errors 

• AxisPosition – group signal – external axis position 

• AxisVelocity – group signal – external axis velocity 
 
Access to signals is possible both from RobotStudio, 

through the IO Engineering tab and on the FlexPendant 
(Fig. 3)  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. I/O device view on FlexPendant 
 

HMI interface 

As part of the ongoing work, a digital twin was prepared 
in the RobotStudio environment ( 

Fig.4), modelled on the real robot's operating system 
[17].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. General view of the digital twin in RobotStudio 
 
 

Correct representation of the movement and control of 
the linear track required the development of a 
SmartComponent object reflecting the operation of an 
additional axis (SC_np_25_ExtAxis – Fig.5). 
SC_np_25_ExtAxis is a logical description of the actual 
operation and consists of the following blocks: 

 

PLC
Siemens S7-1200 1214C

Robot
OmniCore Standard

Axis
IndraDrive

PROFINET IO Controller

PROFINET IO Device PROFINET IO Device

PROFINET
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• Logic – track operation logic and signal scaling. The 
Logic program block calculates the current and target 
position to generate control signals.  

• JointMover – control of the movement of the mechanism 
joints. Based on the received set position, the block 
executes the movement and informs about its 
completion. 

• JointSensor – monitoring the mechanism joints during 
simulation. Allows for current reading of the 
mechanism position. 

• RapidVariable – handling variables in the Rapid code. 
Sets or gets the values of a RAPID variables. 

 
The exchange of control signals between the robot 

controller and SmartComponent is defined in the Station 
Logic tab of the RobotStudio environment.  
 

 
 

Fig. 5. Design view of a smart component SC_np_25_ExtAxis 
 

The diagram of the data exchange between the virtual 
robot controller and SmartComponent is shown in Figure 6. 
The robot controller controls the SmartComponent using 
two digital signals, where: 

• the Change signal triggers movement to the desired 
position, 

• the Stop signal stops the robot movement. 

 
 

Fig. 6. Station logic diagram. 
 

An Application tab has been added to the main 
FlexPendant window (fig.7), providing easy access to the 
developed functionality. 

The application (Fig. 8) facilitates the execution of the 
robot's control program (Fig. 9) and enables the 
management of the GoFa robot's track and gripper (Figs. 
10-11). Figures 9-11 present the corresponding application 
interfaces [18]. 

The developed application for track control provides the 
following functionalities: 

• Production Control (Fig. 9) – comprises two sections: 
o Production: Enables management of the production 

process, including starting, pausing, and stopping 
the program, setting the program pointer, and 
moving the robot to the home position in both 
manual and automatic modes. 

o States: Displays the system's current states, 
including robot mode and motor status. 

 

 
 

Fig. 7. Main FlexPendant window 
 

 

 
 

Fig. 8. Developed application structure 

 
 

 
 

Fig.9. Production window. 

 
 

• Track Control (Fig. 10): 
o Configuring movement constraints (track limits, track 

velocity). 
o Controlling the track movement direction within the 

specified limits. 
o Monitoring the robot’s position along the track. 
o Sending the robot to predefined positions (Home, 

Service) or user-specified positions (Move To) within 
the defined limits. 
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Fig. 10. Track control window. 

 

• Gripper Control (Fig. 11) – Allows manual operation of 
the gripper and provides real-time feedback on the 
gripper’s status. 

 

 
 

Fig. 11. Gripper control window. 
 

The AppTrackControl application was developed using 
ABB AppStudio and Visual Studio Code, featuring the 
following components: 

• Graphical User Interface (GUI): Designed and 
implemented using AppStudio. 

• Scripts: Written in JavaScript to define the displayed 
graphical elements and facilitate communication with 
the robot controller. 

 
Below is an example of a function handling the MoveTo 

button. Lines 1-10 collect the values entered by the 
operator on the FlexPendant that determine the movement 
of the robot on the track. The movement position (MoveTo) 
must be within the permitted movement range (StartLimit, 
EndLimit). Additionally, the movement speed value 
(TrackSpeed) is collected. In lines 13-28, a new position 
and speed of the track movement are set (the CurrentPos 
and CurrentTrackSpeed variables in the RAPID program 
are overwritten). After the motors are switched on, the 
program is executed. 

The developed application interfaces with the routines 
executed on the robot controller. For example, the control of 
the speed and position of the track is performed using the 
routine shown in figure 13. In the first part of the code 
(Fig.13), numeric data of the persistent type storing 
movement parameters were declared. The second part 
presents the procedure for implementing the group signal 
control sequence allowing for the execution of the desired 
movement. The movement of the track is realized only 
when its current position differs from the set position. The 
implemented logic sequence results from the specific nature 
of the track control. 

 

 
 
Fig. 12. JavaScript – Move To button.  

 

 
 

Fig. 13. RAPID – track control routine.  
 
 

The input data of the routine are position and velocity. 
These values are converted into group signals and sent to 
the PLC controller. The program then checks if the target 
position is different from the position occupied by the robot. 
If the positions are different, a signal is given to run the axis 
until the target and current positions are equal. 

Interface performance tests were performed in 
RobotStudio using a digital twin (Fig.14,15). 

Figure 15 shows selected test cases in RobotStudio. In 
the presented case, the parameters listed in Table 1 were 
set. 
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Fig. 14. RobotStudio and virtual FlexPendant 

 
a) Home: pos = 0 mm b) Service: pos = 100 mm 

  
c) User: pos = 500 mm d) End limit: pos = 1600 mm 

  
 

Fig.15. RobotStudio – robot positions during testing - example. 

 
Table. 1. Test in RobotStudio/real station - parameters 

Parametr Value [mm] 

Start limit 0 

End limit 1600 

Home position 0 

Service position 100 

User position 500 

End position 1600 

 
After conducting tests in RobotStudio on the station with 

the virtual twin and confirming the correct operation of all 
the implemented functionalities, the application was 
uploaded to the real robot (Fig. 16). No errors in the 
operation of the application were observed. The application 
is flexible and can be easily expanded with new 
functionalities. 
 

 
 

Fig. 16. Real robot 
 

 Figure 17 shows exemplary test results on a real test 
stand. In the presented case, the parameters set in Table 1 
were used. 
 
a) Home: pos = 0 mm b) Service: pos = 100 mm 

  
c) User: pos = 500 mm d) End limit: pos = 1600 mm 

  
 

Fig. 17. Real robot – robot positions during testing - example 

 
Conclusions 

Data digitization has caused the amount of information 
and data complexity to increase significantly, which makes 
it necessary to create advanced operator panels that 
present the flood of this knowledge in the form of simple 
and clear messages that are easily digestible by operators. 
This allows for quick response to emerging process events 
and easy monitoring, supervision and control of machines. 

The primary objective of the authors was to develop an 
operator panel for controlling the track of the ABB GoFa 
collaborative robot. The application was created using the 
AppStudio and Visual Studio Code environments. It enables 
the operator to manage the track and gripper in manual 
mode and to control the production process. The robot 
station, including the track, was integrated using the 
SIEMENS S7-1200 controller [17]. Communication between 
the PLC and the robot controller was established via the 
PROFINET network. The method of device integration and 
the operational testing of the system were detailed in [17]. 

In this article, the authors focus on the development of 
the application and its integration with both the digital twin 
and the physical robot. This integration facilitates software 
development without requiring the operation of the physical 
robot. Tests conducted in RobotStudio and on the physical 
station confirmed the correct functionality of the application. 
The dedicated application significantly simplifies the 
operation of the robotic workstation, both for individuals with 
expertise in industrial robot operation and programming, 
and especially for personnel without such knowledge. 

In the next stage, the application will be expanded to 
include a screen for creating recipes related to the 
repackaging of courier parcels. This enhancement will 
enable the automation of the sorting process for parcels of 
various sizes. 

 
Authors: Wojciech Kaczmarek, Szymon Borys, Military University 
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