Pretrained models for classification of dementia degree and treatment of Alzheimer’s disease

Abstract. The early diagnosis of Alzheimer’s disease poses a significant challenge in the health sector, and the integration of deep learning and artificial intelligence (AI) holds promising potential for enhancing early detection through the classification of dementia levels, enabling more effective disease treatment. Deep neural networks have the capacity to autonomously learn and identify discriminative characteristics associated with this pathology. In this study, three pre-trained CNN-based models are employed to classify MRI images of Alzheimer’s patients, with ResNet18 yielding excellent results and achieving an accuracy rate of 97.3%.

Introduction

The integration of artificial intelligence (AI) in medicine holds significant opportunities for early disease diagnosis through machine learning algorithms analyzing diverse medical data. This includes radiographic images and scans, enabling timely detection and improving treatment prospects. Additionally, AI systems aiding clinical decision-making offer recommendations to healthcare professionals, streamlining the decision process through in-depth data analysis [1].

Alzheimer’s disease represents a significant burden on public health globally. According to the World Health Organization (WHO), approximately 50 million people worldwide are currently living with dementia, with the vast majority suffering from Alzheimer’s disease [2]. This figure is expected to rise alarmingly as the global population ages, with estimates suggesting that the number of people with dementia could reach 152 million by 2050 if preventive measures and effective treatments are not developed [3]. Furthermore, Alzheimer’s disease has a significant economic impact. According to the Alzheimer’s Association, in the United States alone, the costs of care and support for individuals with Alzheimer’s reached approximately 355 billion dollars in 2021 [4]. These numbers underscore the urgency of research and intervention in the fight against this debilitating disease.

Alzheimer’s disease (AD) is a gradually advancing systemic condition that impacts the brain [5], blood vessels within the brain [6], peripheral tissues [7], in addition to red blood cells (RBC) [8], platelets [9], and white blood cells (leukocytes) [10]. It is characterized by a gradual decline in cognitive abilities, including memory impairment, typically observed in the elderly. In 95% to 98% of cases, AD develops sporadically, and statistics on this form of dementia indicate that approximately 50% of individuals aged 80 or older are affected [11]. The degree of dementia is closely linked to Alzheimer’s disease, as Alzheimer’s disease is one of the primary causes of dementia [12]. Dementia is a general term that describes a set of cognitive and behavioral symptoms that significantly interfere with a person’s ability to function in daily life. Alzheimer’s disease is the most common form of dementia, accounting for a large proportion of dementia cases in older individuals. The relationship between the degree of dementia and Alzheimer’s disease is as follows:

- Alzheimer’s disease is a major cause of dementia: In many cases, Alzheimer’s disease is the primary underlying cause of dementia. It is characterized by a progressive loss of memory, cognitive abilities, and daily functioning.
- The severity of dementia increases with the progression of Alzheimer’s disease: As Alzheimer’s disease advances, the symptoms of dementia worsen. Individuals affected may experience increasing difficulties in remembering recent events, communicating, making decisions, moving, and performing basic activities of daily living.
- Stages of Alzheimer’s disease: Alzheimer’s disease is typically divided into several stages, ranging from mild to severe. The mild stage may be associated with subtle memory and concentration problems, while the severe stage is characterized by complete dependence on care, loss of the ability to speak, and loss of mobility. Detecting the degree of dementia is crucial for the appropriate management and treatment of individuals with dementia, including Alzheimer’s disease. Here’s how the detection of the degree of dementia can impact treatment:
  - Early Diagnosis: Early detection of the degree of dementia can facilitate an early diagnosis of Alzheimer’s disease or other forms of dementia. Early diagnosis offers several advantages, including the possibility of starting treatment sooner, which can slow down the progression of the disease in some cases.
  - Treatment Choices: The severity of dementia often influences treatment choices. In the early stages of Alzheimer’s disease, specific medications approved by health authorities may be prescribed to help alleviate symptoms and improve the quality of life. In more advanced stages, other approaches to symptom management and support are often preferred.

Furthermore, some medications used to treat the symptoms of Alzheimer’s disease may have limited or less beneficial effects when the degree of dementia is more advanced, such as Cholinesterase inhibitors (donepezil, rivastigmine,
galantamine). They aim to increase levels of acetylcholine, a neurotransmitter involved in memory and cognitive function. However, their effectiveness may be more limited as the disease progresses to more advanced stages. It's important to understand that these medications do not cure Alzheimer’s disease but aim to alleviate symptoms and slow down the progression of the disease in its early stages.

**Related Work**

The paper [13] discusses Alzheimer’s disease (AD) and its devastating effects on brain regions like the hippocampus, leading to cognitive and functional impairments. It introduces a Siamese Convolutional Neural Network (SCNN) with triplet-loss function to represent MRI images as k-dimensional embeddings for early disease diagnosis. Both pretrained and non-pretrained CNNs are utilized for this purpose. The model achieved high accuracy, scoring 91.83% on ADNI and 93.85% on OASIS datasets. It also compares favorably with similar methods in existing literature.

In [14], the authors tackle Alzheimer’s disease classification, highlighting the limitations of current methods due to inconsistencies and low sensitivity. It introduces a Convolutional Neural Network (CNN) model for precise Alzheimer’s disease detection from MRI images, offering detailed disease probability maps and clear risk visualizations. Addressing class imbalance, the DEMentia NETwork (DEMENTET) achieves an impressive accuracy of 95.23% in dementia stage detection.

The paper [15] presents a data processing pipeline for identifying structural brain changes, particularly hemispheric asymmetry, using MRI data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI). The approach utilizes machine learning algorithms and convolutional neural networks to distinguish between normal cognition (NC), early mild cognitive impairment (EMCI), and Alzheimer’s Disease (AD) with promising results, achieving accuracy rates of 92.5% and 75.0% for NC vs. EMCI, and 93.0% and 90.5% for NC vs. AD, respectively.

In [16], the task involves analyzing acoustically preprocessed speech data to classify Alzheimer’s Disease (AD) and predict Mental Mini State Exam scores. The study focuses on textual transcripts from spontaneous speech, comparing various models including SVMs, GBDT, CRFs, and Transformer-based models. The top-performing models are TF-IDF vectorization with SVM and a pre-trained Transformer model (DistilBERT) used as an embedding layer in linear models. Results show high classification accuracy (0.81-0.82) and a Root Mean Square Error (RMSE) of 4.58 for regression.

**Proposed Model and Dataset used**

Traditional and modern computer vision models differ significantly in terms of their approach, performance, and complexity. In the past, human expertise was required for feature extraction from images, which was not easily scalable. One of the most effective deep learning models is the CNN, which has proven successful in tasks such as classification and detection [21]. CNN-based models revolutionized computer vision by enhancing feature extraction from images. However, they have limitations in terms of generalization and interpretation.

1 **AlexNet**: Developed by Alex Krizhevsky in 2012, it was the first CNN to win the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [17]. It popularized the use of deep convolutional layers. AlexNet used an asymmetric architecture, meaning that the convolutional layers were not all of the same depth. This allowed it to learn features at different levels of abstraction.

2 **GoogLeNet (Inception)**: This model, developed by Google, introduced the concept of Inception modules, which use different sizes of convolutional filters to extract features at various scales [18]. The Inception architecture of GoogleNet has been praised for its efficiency in extracting features at various spatial scales while keeping a relatively low number of parameters. This approach enabled GoogleNet to achieve excellent performance in image classification while remaining relatively lightweight compared to other architectures.

3 **ResNet18 (Residual Network)**: A convolutional neural network with a depth of 18 layers, was developed and trained by Microsoft in 2015 as part of Deep Residual Learning for Image Recognition [19]. To tackle the challenge of vanishing gradient in neural networks, ResNet architectures introduced residual layers and skip connections, enhancing the training process and enabling deeper networks with improved performance. The model was trained on over a million images from the ImageNet dataset, utilizing colored images with a resolution of 224x224 pixels, and demonstrating the capability to classify up to 1000 objects.

![Fig. 1. The proposed pretrained model.](image-url)
### Table 1. The used dataset details

<table>
<thead>
<tr>
<th>Level of dementia</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild Dementia</td>
<td>5002</td>
</tr>
<tr>
<td>Moderate Dementia</td>
<td>448</td>
</tr>
<tr>
<td>Non demented</td>
<td>62700</td>
</tr>
<tr>
<td>Very mild Dementia</td>
<td>13700</td>
</tr>
</tbody>
</table>

### Table 2. The training parameters of the pretrained models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Optimizer</td>
<td>SGD</td>
</tr>
<tr>
<td>Max epoch</td>
<td>5</td>
</tr>
<tr>
<td>Mini batch size</td>
<td>20</td>
</tr>
<tr>
<td>Activation function</td>
<td>Softmax</td>
</tr>
<tr>
<td>Validation frequency</td>
<td>10</td>
</tr>
</tbody>
</table>

Techniques, as recent studies, such as [20], have shown that these methods do not necessarily ensure the success of the model.

### Experiments and results

To evaluate the performance of our models, we used the following metrics:

1. \[ \text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \]
2. \[ \text{Precision} = \frac{TP}{TP + FP} \]
3. \[ \text{Recall} = \frac{TP}{TP + FN} \]
4. \[ \text{F1-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

Where:
- \( TP \) (True Positive): It represents the number of correctly predicted positive samples by the model. This means that the model has correctly identified these samples as positive.
- \( TN \) (True Negative): It represents the number of correctly predicted negative samples by the model. This means that the model has correctly identified these samples as negative.
- \( FP \) (False Positive): It represents the number of negative samples incorrectly predicted as positive by the model. This means that the model has identified these samples as positive when they are actually negative.
- \( FN \) (False Negative): It represents the number of positive samples incorrectly predicted as negative by the model. This means that the model has identified these samples as negative when they are actually positive.

The initial parameters of the tree architectures are mentioned in Table 2 and the results obtained are shown in Table 3. The figures 2 and 3 illustrate the accuracy curves, the loss function and the confusion matrix of the best model respectively.

### Table 3. The obtained results

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexeNet</td>
<td>91.9</td>
<td>87.15</td>
<td>84.57</td>
<td>84.85</td>
</tr>
<tr>
<td>ResNet18</td>
<td>97.3</td>
<td>97.4</td>
<td>96.8</td>
<td>97.07</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>94.6</td>
<td>88.54</td>
<td>83.78</td>
<td>86.08</td>
</tr>
</tbody>
</table>

These high recognition rates can be explained by the fact that the residual connections introduced by ResNet18 facilitate the training of deep networks by allowing layer skipping, thereby addressing the vanishing gradient problem. This architecture enables the model to learn complex and hierarchical features from images, which is crucial for accurate classification, especially in medical fields with magnetic resonance images. Furthermore, ResNet18’s relative compactness compared to other ResNet variants provides high performance while reducing computational load. Its ability to leverage knowledge transfer from pretrained models on extensive databases like ImageNet enhances its efficiency for specific tasks, such as medical image classification.

We conducted a comparison between the outcomes achieved by ResNet18 and those of state-of-the-art approaches, revealing that ResNet18 demonstrated superior performance (See Figure 4).

### Conclusion

In this paper, we have elucidated the significance of an efficient and early classification system for determining the degree of dementia in Alzheimer’s disease, which, in turn, enhances treatment efficacy and decelerates the disease’s progression. The remarkable performance of the ResNet18...
model in image classification, achieving the highest classification rates at 97.3%, particularly in the realm of early disease diagnosis like Alzheimer’s, can be attributed to several pivotal features embedded in its architecture.

In essence, the innovative design of ResNet18 positions it as a robust choice for computer-aided diagnostic applications rooted in deep learning. As part of our future endeavors, we plan to delve into other deep learning methodologies, including variants of the Vision Transformer, and integrate them with the previously pretrained models.
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