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Introduction
Dialect is a Key area of sociolinguistics, which explores 

how linguistic variations within a language reflect a commun
ity’svarioussocial,historical,andcultural dimensions.Sociolin‑
guisticsexaminesthelinguistic structure of dialects and their 
geographical distribution, evolution, and role in speakers’ 
social and cultural identity [1]. In Algeria, dialects vary con‑
siderably from region to region, incorporating Berber, Arabic, 
and French influences, and are important markers of region‑
al and social identity [2]. Compared to other dialects, Arabic 
dialects are spoken, not written, and therefore have no pre‑
defined rules for writing them. However, the same word can 
have several orthographic forms, all acceptable since there 
are no reference writing rules. What’s more, because these 
dialects are different from the Arabic language, they are also 
different from each other; for example, the dialects of the 
Maghreb differ from those of the Middle East [3].

The Algiers dialect is widely used as a conversational lan‑
guage in Algeria but it does not escape the linguistic prob‑
lems mentioned above, as there are no predefined or stable 
rules for representing it formally. In recent years, research 
has focused on creating corpora of Arabic languages includ‑
ing Algiers dialects in order to analyze and process this type 
of language and automatically identify its linguistic charac‑
teristics.

To discriminate between Algiers dialects and the other di‑
alects, sentences are analyzed and processed in the follow‑
ing steps: for machine learning methods, sentences are vec‑
torized using the term frequency‍‑inverse document frequency 
(TF‍‑IDF) technique to extract relevant features. In contrast, 
for deep learning approaches, sentences are segmented into 
distinct words and then converted into dense vectors using 
an embedding layer [4].

In [5], The authors employed Linear Support Vector Ma‑
chine (L‍‑SVM), Bernoulli Naive Bayes (BNB), and Multinomial 
Naive Bayes (MNB) classifiers for Arabic Dialect Identifica‑
tion, focusing on word‍‑level and sentence‍‑ level approaches. 

They enhanced their results by combining these classifiers’ 
output using a voting procedure. They used two datasets: 
Parallel Arabic Dialect Corpus (PADIC), and a manually con‑
structed dataset of Algiers dialects. Their approach achieved 
an average accuracy of 76%.

The authors in [6] investigated the impact of parallel cor‑
pora on Arabic dialect identification. They compared statisti‑
cal and neural methods using both parallel and non‍‑ paral‑
lel corpora, extending the PADIC dataset with data from the 
Kabyle dialect. Using classifiers such as Naive Bayes, KNN, 
Logistic Regression (LR), and Convolution Neural Network 
(CNN), they achieved an average accuracy of 92%.

In this paper, two approaches were conducted to discrimi‑
nate between the Algiers dialect and the other dialects pre‑
sent in the dataset, the first approach involved sentence‍‑level 
analysis using TF‍‑IDF combined with three machine learning 
classifiers: SVM, LR, and MNB, and the second approach 
focused on word‍‑level analysis, which will be converted to 
a word embedding vector combined with the deep learning 
algorithms CNN and LSTM.

Methodology
We address the identification of Algiers dialects as a su‑

pervised learning task. The primary goal of the proposed 
methodology is to automatically determine the Algiers dialect 
of a given text using NLP techniques combined with machine 
learning or deep learning approaches. This framework is de‑
signed to aid linguistic research and support applications re‑
quiring accurate dialect classification. We approach the iden‑
tification of Algiers dialects as a supervised learning problem.

The main objective of the proposed methodology is to auto‑
matically predict the Algiers dialect from a given text using NLP 
techniques combined with machine learning or deep learning 
methods. This framework aims to support linguistic research 
and applications that require precise dialect identification.

The methodology starts with loading the dataset, involv‑
ing data preparation, the data is organized by dialect and 
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labeled for supervised learning. For preprocessing, text in‑
puts are segmented and tokenized at the sentence level for 
machine learning approaches and at the word level for deep 
learning models. NLP techniques, such as TF‍‑IDF, are used 
to extract features for machine learning models, while word 
embeddings are generated to provide input for deep learn‑
ing models.

For classification, we test a variety of machine learning al‑
gorithms, including SVM, LR, and, MNB trained on sentence
‍‑level TF‍‑IDF features. In parallel, we employ a deep learning 
approach combining Convolutional Neural Networks (CNN) 
and Long Short‍‑Term Memory (LSTM) networks using word
‍‑level embeddings. Finally, the performance of each model is 
evaluated using standard metrics such as accuracy, sensitiv‑
ity, and specificity to assess their effectiveness in discrimi‑
nating Algiers dialects from other Arabic dialects presented 
in the PADIC dataset.

Fig. 1 shows the flowchart of the described methodology 
given above.

(TUN), spoken in southern Tunisia; and the Syrian (SYR) and 
Palestinian (PAL) dialects, spoken in Damascus and Gaza, 
respectively. Table 1 presents some sentences from the PA‑
DIC dataset.

Table 1. Short text example from PADIC

Dialect Text
MSA

ALG

ANB

TUN

PAL

SYR

ENG I liked the idea of emails in dialect, something we had 
never considered before.

Sentence and word processing
In this step, texts of the different dialects, as well as the 

texts of the standard Arabic language MSA, are segmented 
into distinct sentence and word vectors for further feature 
extraction. Sentence feature vectors are generated using 
TF‍‑IDF, while word feature vectors are generated using the 
word‍‑level embedding technique. These vectors are the input 
for the machine and deep learning algorithms.

a) Term frequency — inverse document frequency
Distinct sentences are extracted from the raw text data‑

set, and then distinct words are extracted from these sentenc‑
es. TF‍‑IDF is applied to the words to generate feature vec‑
tors. The formula for calculating TF‍‑IDF is given by equations 
eq. (1), (2), and (3) [9]. The formula for calculating TF‍‑IDF is 
given by the equations eq. (1), (2) and (3) [8].

(1)	 TF – IDF = TF × IDF	

(2)	
�

(3)	 �

Where the term t represents the distinct sentence gener‑
ated by NLP text processing tools, table 2 shows an example 
of TF‍‑IDF applied to MSA’s sentence from table 1.

b) Word embedding
Unlike TF‍‑IDF which represents words as sparse vectors 

based on their frequency, embeddings are dense vectors 
that capture semantic and contextual relationships between 
words [9]. Table 3 shows an example of the use of embed‑
dings applied to the ALG’s sentence from table 1.

Machine learning
Machine Learning is a branch of artificial intelligence 

that focuses on developing algorithms and statistical mod‑
els to enable computers to learn patterns from data and 
make decisions or predictions without being explicitly pro‑

Fig. 1. Flowchart diagram of Algiers dialect identification

Dataset
This study focuses on five parallel dialects in addition to 

MSA (standard Arabic language) from PADIC (Parallel Ara‑
bic Dialectal Corpus) [7], this dataset is composed of the An‑
naba dialect (ANB), spoken in eastern Algeria; the Algiers 
dialect (ALG), used in the Algerian capital; the Sfax dialect 
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grammed. In the context of text classification or discrimi‑
nation tasks, the following machine learning methods are 
commonly used

a) Support Vector Machines (SVM)
SVM is a supervised learning algorithm that finds the op‑

timal hyperplane for separating data points of different class‑
es. The objective is to find the hyperplane that maximizes the 
margin between two classes while minimizing the classifica‑
tion error. The predicted class in an SVM is determined us‑
ing the following linear decision function [10].

(1)	 f(X) = WTX + b�

Where W is the weight vector, X is the features vector, and 
b is the bias that defines the hyperplane position. The pre‑
dicted class is given by the sign of f(x)

b) Logistic Regression (LR)
LR is a linear model that predicts the probability of a data 

point belonging to a specific class. It’s widely used for binary 
and multiclass classification tasks and performs well with TF
‍‑IDF features by modeling the relationship between the input 
features and the target labels. LR used the sigmoid activation 
function as given by the formula (1) [11].

(2)	 �

Where a=WTX+b, a linear combination of a feature vector X 
with the weights W and the bias b. 

c) Multinomial Naive Bayes (MNB)
MNB is a probabilistic classifier based on Bayes’ theorem, 

assuming independence between features. It is computa‑
tionally efficient and performs well for text classification, es‑
pecially with TF‍‑IDF features, as it captures word frequency 
information in documents. The MNB P (xi|Ck) is computed 
using the formula given by [12] as follow:

(3)	 �  

where F (xi, Ck) represents the frequency of feature xi in all 
documents of class Ck, and α is a Laplacian smoothing pa‑
rameter, used to avoid zero probabilities.

Deep learning
Deep learning is a subset of machine learning that uses 

multi‍‑layered artificial neural networks to model and solve 
complex problems, such as text classification. CNN and 
LSTM are widely used in this field, CNN is trained to learn 
patterns across space while LSTM is trained to learn pat‑
terns across time [13].

Convolution Neural Network (CNN)
CNN network begins with an embedding layer that con‑

verts words into dense vector representations. Followed by 
a 1D convolutional layer, using filters and a kernel size to 
learn spatial patterns in the text. The max pooling layer reduc‑
es dimensionality and extracts prominent features. A dropout 
layer is added to prevent overfitting, and the feature map is 
flattened into a vector. The dense layers then process these 
features, with the final layer using a sigmoid activation func‑
tion to output probabilities for binary classification. The model 
is compiled using binary cross‍‑ entropy as the loss function 
and the Adam optimizer for efficient training. The structure of 
the used CNN architecture is given in table 4.

Table 4. Structure of the proposed CNN

Layer Feature Map Total Parameters

Embedding (None, 50, 100) 500,000

Convolution (None, 46, 128) 64,512

Max Pooling (None, 23, 128) 0

Dropout (None, 23, 128) 0

Flatten (None, 2944) 0

Dense (None, 64) 188,16

Dense (None, 1) 65

Long Short‍‑Term Memory (LSTM)
In this network, we used an embedding layer to convert 

words into dense vectors, a dropout function to prevent over‑
fitting, and an LSTM layer to capture temporal dependencies. 
A ReLU activation layer was added to learn complex patterns, 

Table 2. Word TF‍‑IDF example from MSA language

Word TF IDF TF‍‑IDF

0.0909 6.687 0.608

0.0909 4.639 0.422

0.0909 5.155 0.469

0.0909 7.157 0.651

0.0909 7.667 0.697

0.0909 8.073 0.734

0.0909 2.803 0.255

0.0909 7.380 0.671

0.0909 5.103 0.464

0.0909 2.325 0.211

0.0909 4.895 0.445

Table 3. Word Embeddings Example from ALG dialect

Word Dense embeddings vectors
0,0428 0,0023 0,0232 0,0209 –0,0277

0,0458 0,0354 –0,0257 –0,0020 –0,0486

0,0425 –0,0087 –0,0342 0,0219 0,0034

0,0236 0,0292 0,0432 0,0485 0,0182

0,0333 0,0378 0,0245 –0,0006 0,0081

0,0160 0,0290 –0,0285 –0,0136 –0,0043

0,0250 –0,0340 0,0488 0,0415 0,0234

0,0098 0,0109 –0,0314 0,0466 –0,0245

0,0050 0,0419 –0,0096 –0,0064 –0,0480

–0,0164 0,0467 0,0074 0,0227 0,0426

–0,0128 0,0124 0,0396 0,0114 –0,0240
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and finally, a sigmoid function was used for binary classifica‑
tion. The model was compiled with binary cross‍‑entropy as 
the loss function and the Adam optimizer, making it effective 
for text classification tasks. The structure of the used LSTM 
is given in table 5.

Table 5. Structure of the proposed LSTM

Layer Feature Map Total Parameters

Embedding (None, 50, 100) 500,000

Dropout (None, 50, 100) 0

LSTM (None, 100) 80400

Dense (None, 64) 6464

Dense (None, 1) 65

Results and discussions
Three metrics were selected to evaluate our model: accu‑

racy, sensitivity, and specificity, which are defined as follows:

(1)	 Accuracy = ((TP+TN)/(TP+FN+FP+FN))*100

(2)	 Sensitivity = (TP/(TP+FN))*100

(3)	 Specificity = (TN/(TN+FP))*100

Where TP, TN, FP, and FN stand for true positive, true nega‑
tive, false positive, and false negative respectively.

Tables 6, 7, and 8 used word‍‑level TF‍‑IDF feature extrac‑
tion, and an average sensitivity of 88% is reported for the 
identification between the Algiers dialect and the other lan‑
guage and dialects for the SVM, LR, and MNB classifier. On 
the other hand, a low sensitivity is reported for the Annaba 
dialect (ANB), which is due to its proximity to the Algiers dia‑
lect, as it is from the east of Algiers. Tables 9 and 10 used 
word‍‑level embeddings, and an average sensitivity of 90% 
and 94% is reported for CNN and LSTM respectively.

In accordance with of these results, the use of embedding 
techniques is particularly promising compared to the TF‍‑IDF 
approach. Whereas TF‍‑IDF relies on a statistical represen‑
tation of words based on their frequency of occurrence and 
importance in a given corpus, embeddings offer a dense, 
continuous representation of words, capturing semantic and 
contextual relationships. This comprehensive modeling al‑
lows embeddings to better understand linguistic nuances, 
particularly in the case of dialect identification, where lexi‑
cal and syntactic variations play a crucial role. As a result, 
the integration of embeddings significantly improves model 
performance, particularly in terms of sensitivity and ability to 
generalize on complex data.

Table 6. SVM model for Algiers dialects identification (%)

ALG Vs Accuracy Sensitivity Specificity

MSA 95 98 93

ANB 72 71 73

TUN 85 86 84

PAL 93 92 93

SYR 92 93 91

Average 87,4 88 86,8

Table 7. LR model for Algiers dialects identification (%)

ALG Vs Accuracy Sensitivity Specificity
MSA 95 94 95
ANB 73 73 73
TUN 86 87 85
PAL 93 92 93
SYR 92 94 90

Average 87,8 88 87,2

Table 8. MNB model for Algiers dialects identification (%)

ALG Vs Accuracy Sensitivity Specificity
MSA 96 96 97
ANB 73 71 75
TUN 87 85 88
PAL 94 94 94
SYR 93 93 94

Average 88,6 87,8 89,6

Table 9. CNN model for Algiers dialects identification (%)

ALG Vs Accuracy Sensitivity Specificity
MSA 95 98 93
ANB 69 73 67
TUN 85 88 83
PAL 93 95 91
SYR 93 96 90

Average 87 90 84,8

Table 10. LSTM model for Algiers dialects identification (%)

ALG Vs Accuracy Sensitivity Specificity
MSA 95 97 94
ANB 84 90 80
TUN 86 89 83
PAL 90 97 85
SYR 90 97 85

Average 89 94 85

Conclusion
This paper proposed a comparative study for identifying 

Algiers dialects using NLP tools, exploring machine learning 
and deep learning approaches. Machine learning algorithms, 
such as SVM, LR, and MNB, use word‍‑level TF‍‑ IDF for fea‑
ture extraction, while deep learning models, represented by 
CNN and LSTM, use word‍‑level embeddings. The results 
show that deep learning methods give better performance 
for sensitivity than machine learning in the case of the Alge‑
rian dialect identification problem. In future work, we plan to 
extend our experiments by incorporating a larger dataset of 
the Algerian dialect and comparing the performance of our 
results with various other methods.
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